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Abstract

Climate change increases weather variability, exacerbating agricultural risk in poor coun-
tries. Risk-averse farmers are unable to tailor their planting decisions to the coming season, and
underinvest in profitable inputs. Accurate, long-range forecasts enable farmers to optimize for
the season ahead. We experimentally evaluate monsoon onset forecasts in India, randomizing
250 villages into control; a forecast group receiving information well in advance of onset; and
a benchmark index insurance group. Forecast farmers update their beliefs and their behavior:
farmers who receive “bad news” relative to their priors substantially reduce land under culti-
vation and certain input expenditures, while those receiving “good news” significantly increase
input expenditures. The forecast also impacts crop choice, as farmers tailor their investments.
These investment changes meaningfully alter ex post outcomes. In contrast, insurance, which
provides no information, increases investments but does not change crops. Our results demon-
strate that forecasts are a promising tool for climate adaptation.
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1 Introduction

Climate change is disrupting weather patterns around the world (IPCC (2021)), with extreme

temperatures occurring more frequently and rainfall patterns becoming less predictable (Bathiany

et al. (2018); Wang et al. (2021)). Agriculture is particularly sensitive to climatic conditions

(Hultgren et al. (2022)), putting the 65% of the world's working poor who depend on agriculture

for their livelihoods in jeopardy (The World Bank (2022)). Two features make a variable climate

particularly challenging for poor farmers to cope with: �rst, weather risk causes farmers to make

fewer pro�table investments (Rosenzweig and Binswanger (1993)); and second, when the growing

season weather is di�cult to predict, farmers cannot easily optimize their investments for the

upcoming season. As a result, poor farmers are limited in their ability to adapt to climate change.

New tools for adaptation are therefore essential but existing approaches, such as insurance, new

seed varieties, or new infrastructure, have proven prohibitively costly (Donovan (2021); Emerick

et al. (2016); Lybbert and Sumner (2012)).

In this paper, we use a cluster-randomized experiment to estimate the causal e�ects of a novel

and cost-e�ective approach to improving farmer welfare in the face of a changing climate: accurate

long-range (or \seasonal") forecasts. In theory, and in contrast to short-range (e.g., day-ahead)

forecasts, these forecasts enable farmers to tailor their investment decisions to the upcoming growing

season, making signi�cant changes to their seasonal agricultural practices such as adjusting their

crop mix and ordering inputs in advance (FAO (2019); Gine et al. (2015)). Our empirical results

focus on a forecast that provides information about the onset of the Indian Summer Monsoon,

which is part of a global phenomenon { almost two thirds of the global population is in
uenced

by monsoonal climate systems (Wang et al. (2021)). Approximately 70{90 percent of total annual

rainfall in the majority of India occurs during the monsoon season and the variability of both timing

and quantity is large, making it di�cult for farmers to predict (Kumar et al. (2013)).

We overcome this challenge with a novel forecast of the onset of the monsoon, maintained by the

Potsdam Institute for Climate Impact Research (PIK) and �rst described in Stolbova et al. (2016). 1

While accurate forecasts could enable substantial behavior change, their use is not widespread in

practice, in part because existing forecasts of this type have limited accuracy (Rosenzweig and

Udry (2019); Mase and Prokopy (2014)).2 In contrast, the PIK forecast is extremely accurate,

locally-resolved, and can be provided to farmers well in advance of the monsoon's arrival. Released

approximately 40 days before onset, the forecast enables farmers to make early decisions about key

inputs such as crops, labor supply, and fertilizer purchases (Gine et al. (2015)). The PIK forecast

has particular accuracy over Telangana, the site of our experiment: in this region, the forecasted

1The PIK forecast relies on recent improvements in weather modeling (e.g., Rajeevan et al. (2007)), and statistically
identi�es a \tipping point" that is relevant for rainfall onset in a particular location, rather than across the entire
sub-continent.

2Long-range monsoon onset forecasts, which provide information about when the monsoon will arrive over a month
in advance, are notably distinct from short-range forecasts, which typically provide information about day-ahead or
week-ahead weather conditions (as studied in Fosu et al. (2018) and Fabregas et al. (2019)). In contrast to these
short-run forecasts, which enable marginal behavioral changes, long-range forecasts allow farmers to make decisions
at the level of the season, such as what crop to plant.
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onset date has been accurate to within one week in each of the past 10 years.

We randomize 250 villages in Telangana into a control group, a group that receives a forecast

o�er, and a group that receives an index insurance o�er to serve as a benchmark.3 The forecast

addresses risk by providing farmers with information about the upcoming growing season, allowing

them to tailor their inputs accordingly. In contrast, insurance { the canonical market solution for

addressing risk { enables farmers to shift consumption across states but provides no information,

making it a useful comparison.4 In order to ensure that farmers view the forecast as credible, we

partner with the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT), a

well-respected international organization based in Hyderabad.5

We ask four main research questions: how does the forecast (i) change farmers' stated beliefs

about monsoon onset; (ii) impact farmers' ex ante (i.e., pre-harvest) agricultural behavior; (iii)

a�ect ex post welfare metrics at the end of the growing season; and (iv) compare to insurance?

First, farmers update their beliefs in response to our forecast.6 Farmers in forecast villages

have posterior beliefs about the monsoon onset date that are 22% closer to the forecasted onset

date than farmers in control. In addition to this concrete evidence on belief updating, farmers have

signi�cant demand for the forecast. Using a Becker et al. (1964) mechanism (henceforth \BDM")

to elicit willingness-to-pay (WTP), we �nd that the average WTP for the forecast is comparable

to the average WTP for our index insurance product.7

Second, farmers tailor theirex ante agricultural practices in response to the forecast. Section 3

presents a simple theoretical model of decision-making under variable weather, which demonstrates

that a farmer's response to a monsoon forecast should depend on how the forecast compares to their

prior. If the forecasted onset is later than the farmer's prior (henceforth \bad news"), the pro�t-

maximizing farmer should respond by reducing their investment in risky agricultural production.8 If

the forecasted onset is in line with the farmer's prior (\neutral news"), they should not substantially

adjust their cropping decisions. Finally, if the forecasted onset is earlier than the farmer's prior

(\good news"), they should respond by increasing their investments.9

We �nd strong evidence in favor of these predictions in the data for keyex ante investments:

land use, crop choice, and total input expenditures. Our point estimates imply that farmers who

3We sample 5-10 farmers per village for inclusion in the experiment. To avoid attenuation bias from spillovers, all
main sample farmers in a given village receive the same treatment.

4Prior work has shown that while formal index insurance can improve outcomes substantially (Karlan et al.
(2014)), demand is very low, even at actuarially fair rates (Cole and Xiong (2017)), and substantial subsidies are
required to increase take-up (Mobarak and Rosenzweig (2014)).

5While we �nd evidence that the farmers did trust the forecast, as described below, it is possible that farmers did
not fully believe our information, meaning that our treatment e�ects will be lower bounds.

6There is substantial within-village heterogeneity in priors, with 46% of the total variation in mean prior remaining
after removing village �xed e�ects.

7We interpret our WTP results with some caution, as farmers could share information within the village, though
we �nd no evidence of information sharing in practice (see Appendix Table A.8). Moreover, farmers with more di�use
priors have a higher WTP for the forecast, suggesting that this measure is capturing meaningful variation.

8To �rst order, an earlier monsoon { and therefore a longer growing season { is better for farmers, as delays are
negatively associated with agricultural output (Mobarak and Rosenzweig (2014), Amale et al. (2023)).

9Given these opposite predictions, we are particularly interested in statistical comparisons between bad-news and
good-news farmers, in addition to group-wise di�erences from zero.
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received bad news substantially reduced their investments, driven by changes in the amount of land

under cultivation (-22%). Those who received neutral news did not alter their investments. On the

other hand, farmers who received good news increased their investments considerably: they were

16 percentage points more likely to plant a cash crop, and increased their total input expenditures

by 34%.Summarizing these outcomes in an index, we �nd that farmers who receive bad news reduce

investment by 0.12 relative to farmers with similar priors in the control group; we see no impact

on neutral-news farmers' investments; and good-news farmers increaseex ante investment by a

standardized e�ect of 0.29 (while the former is imprecisely estimated, thep-value on the di�erence

between good news and bad news is 0.001).

Third, we see suggestive evidence that these changes inex ante investments lead to changes

in ex post agricultural outcomes.10 Farmers who received bad news experience reductions in their

agricultural output, in line with having reduced their ex ante investments. As a summary metric,

these farmers saw a large decline in agricultural pro�ts (-0.28 SD).11 We �nd a noisy zero for pro�ts

amongst good-news farmers, despite suggestive evidence of increases in agricultural production.12

Using a machine-learning approach (Chernozhukov et al. (2023)), we show that the average treat-

ment e�ects on agricultural pro�ts discussed above mask signi�cant heterogeneity, which can be

predicted using observable characteristics. Farmers with higher predicted treatment e�ects of the

forecast on pro�ts appear to be worse o� at baseline, suggesting that the forecast may be a pro-poor

approach to adapting to climate change. These farmers also responded to the forecast by increasing

land under cultivation more, but had lower forecast treatment e�ects on input expenditures and

the probability of planting cash crops, suggesting that there were positive returns to expanding

land, but zero or negative returns to inputs and planting cash crops in this setting.13 These results

are consistent with our results on agricultural pro�ts for bad-news and good-news farmers: the

bad-news farmers in the forecast group responded by reducing land under cultivation, while the

good-news farmers weakly expanded land and invested more in inputs.

We also estimate treatment e�ects on non-agricultural ex post outcomes. Bad-news farmers

substantially increase net savings, largely driven by a 50% reduction in outstanding debt, and

appear to have substituted away from agriculture and into entrepreneurship. In contrast, we �nd

suggestive evidence that good-news farmers experience a slight increase in savings and weakly

decrease their non-agricultural business activity, consistent with having devoted more e�ort to

cultivation. Consumption falls for bad-news farmers and rises for good-news farmers, but neither

e�ect is statistically signi�cant and both are small. 14

10 While some of these outcomes, such as agricultural yields, are less directly impacted by farmers' decisions than
the ex ante inputs, and therefore are subject to additional noise generated by the growing season, we nevertheless
test the extent to which they are impacted by the forecast.

11 We �nd declines in production, the value of agricultural output, and yields (though noisy) that are in line with
the reduction in land under cultivation described above.

12 We do not �nd corresponding increases in yields or the value of production.
13 We corroborate this �nding using data from the control group only. We hypothesize that the low returns to cash

crops may be related to the costs associated with crop experimentation. Farmers in the control group who plant a
new crop and/or a cash crop have lower yields on average.

14 We see a worsening of mental health for the bad-news group, but no change for good-news farmers.
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Fourth and �nally, we compare the forecast to insurance. Our theoretical model predicts that

insurance should cause all farmers to weakly raise investment levels, instead of { as forecasts do {

allowing farmers to tailor their investments to the state. Our model also predicts that the e�ects

of insurance should the vary based on farmers' priors. While insurance should weakly increase

investment for all farmers, we expect \pessimistic" farmers with late priors (those for whom the

forecast would have been good news) should not respond strongly to insurance, while \optimistic"

(bad-news) farmers with earlier priors should respond to insurance by increasing investment. Our

empirical evidence supports these predictions. On average, farmers in the insurance group substan-

tially increase their overall investments (index treatment e�ect: 0.12 SD), in line with the prior

literature on index insurance (e.g., Karlan et al. (2014)). While we cannot reject similar treat-

ment e�ects on the investment index between good-news forecast farmers and insurance farmers

(p-value 0.122), we �nd no evidence that insurance farmers changed their crop mix relative to

the previous year, and reject that good-news forecast and insurance farmers changed their crops

equally, highlighting the di�ering mechanisms behind forecasts and insurance.15 Moreover, opti-

mistic farmers see a 0.18 SD increase in the investment index, while pessimistic farmers with late

priors see no change (point estimate 0.06 SD). Overall, insurance encourages the most optimistic

farmers to invest more, but pessimistic farmers do not respond. In contrast, the forecast ultimately

corrects these beliefs, reducing investment among optimistic farmers and increasing investment for

pessimistic farmers.

Taken together, these results demonstrate that long-range monsoon forecasts are a promising

technology for helping farmers cope with increasing agricultural risk in a changing climate. As a

result, this study makes three primary contributions.

We begin by providing the �rst experimental evidence on the impact of a new climate adaptation

technology { an accurate long-range monsoon forecast { on farmer behavior.16 We identify a key

determinant of farmer responses to the forecast: farmers' prior beliefs. We measure farmer priors

over the upcoming monsoon's onset, and document substantial heterogeneity { evenwithin village

{ at baseline. We therefore build heterogeneous priors into a simple theoretical model of farmer

decision-making under risk to generate predictions about how farmers will respond to forecasts,

and test these predictions using our randomized trial. Our treatment causes farmers to update

their posterior beliefs in the direction of the PIK forecast, resulting in meaningful changes in

both ex ante investment and ex post outcomes. Our results shed light on the mechanism through

15 We also do not �nd evidence of changes in ex post agricultural output for the insurance group. The fact that
increases in investments do not translate to changes in ex post outputs in either the good-news forecast or insurance
group suggests that this is a more general phenomenon, rather than something particular to the forecast.

16 See Meza et al. (2008) for a review of prior research in this area. As Rosenzweig and Udry (2019) write, prior to
their own paper and \[despite the potential] importance of both weather outcomes and the existence of direct forecast
e�ects on the overall economy in India, there is [sic] as of yet no rigorous assessments of the impact of long-term
weather forecasts and improvements in weather forecast skill on the rural poor." There is a growing body of work
on the impacts of short-run forecasts on agriculture (e.g., Fosu et al. (2018); Fabregas et al. (2019); Yegbemey et al.
(2023)). Outside of the agricultural sector, a nascent literature in environmental economics uses quasi-experiments
to estimate the value of (improving) short-range forecasts of hurricanes (Molina and Rudik (2023)), temperatures
(Shrader (2023), Song (2023)), and pollution (Ahmad et al. (2023)), which highlights the value of forecasting under
climate change.
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which forecasts work: enabling farmers to tailor their behavior to the coming growing season. These

�ndings demonstrate the value of considering prior beliefs in estimating the impacts of information,

and illustrate the bene�ts of a high-quality forecast of the Indian Summer Monsoon. Our results

build on important work by Rosenzweig and Udry (2019), who use a farmer �xed-e�ect design to

study the Indian Meterological Department's (IMD) monsoon forecast, and argue that while the

IMD's forecast has remarkably low accuracy over the country, an accurate long-range forecast of

the Indian summer monsoon has the potential to be worth tens of billions of rupees.17 Our results

highlight the promise of such a forecast, which will only become more valuable as the climate

changes.

Second, experimentally demonstrating that the forecast is e�ective at changing farmer behavior

contributes to a broad literature on agricultural risk whose importance is increasing as low-income

countries bear the brunt of global climate change (Hultgren et al. (2022)). Our results show that by

providing information about the coming growing season, forecasts allow farmers to decide whether

to plant at all, what to plant, and how to adjust inputs across crops. This demonstrates that

the mechanism behind the e�ects of forecasts on farmer behavior di�ers from previous approaches

in this literature. In the same experiment, we contrast the forecast with insurance, the most

prominent risk-coping technology (Karlan et al. (2014); Cole and Xiong (2017)). We show that this

canonical approach allows farmers to smooth risk across states of the world, but does not enable

tailored investment.18 We extend the insurance literature by showing that prior beliefs matter for

determining farmer responses to insurance, and that the farmers with the most positive responses

to insurance have the most negative responses to the forecast.19 Finally, we �nd there is a demand

for forecasts, suggesting their potential to be disseminated cheaply at scale.

Finally, by empirically demonstrating the e�ectiveness of a speci�c climate adaptation tech-

nology { the forecast { we directly advance the growing climate change economics literature. The

majority of this work has focused on the economics of mitigation (see Nordhaus (1993) and Pindyck

(2013) for reviews), or on the costs of climate change (e.g., Deschênes and Greenstone (2007); Hsiang

et al. (2017); Carleton and Hsiang (2016)). We build on a much smaller body of newer work which

highlights the importance of adaptation (e.g., Hultgren et al. (2022); Carleton et al. (2022)) but

is unable to examine the role of speci�c adaptation strategies.20 In contrast, we experimentally

17 In India, the monsoon's onset is extremely important for the Indian economy (Rosenzweig and Binswanger (1993))
and that farmers' own predictions about monsoon onset shape their planting decisions (Gine et al. (2015)). Though
a monsoon forecast would be extremely bene�cial { and even more so under a changing climate { India's climatology
is complex, which has made modeling and accurate forecasting di�cult (Webster (2006); Wang et al. (2015)). Up
until now, farmers have had very limited access to high-quality monsoon forecasts as a result.

18 A nascent literature explores other up-front approaches to coping with risk, such as the adoption of high per-
forming seed varieties and irrigation technologies (Emerick et al. (2016); Jones et al. (2022)). While these approaches
are promising, they lock farmers into a particular technology, and technology adoption in low-income contexts has
proven challenging (e.g., Du
o et al. (2008)).

19 Prior work has focused on the low demand for insurance (Mobarak and Rosenzweig (2014); Jensen and Barrett
(2017); Carter et al. (2017)), highlighting the large subsidies needed to increase take-up. Newer research aims to
increase demand (e.g., through repeated relationships which allow for delayed premium payments (Casaburi and
Willis (2018)), but the role of expectations about the coming growing season remains unexplored.

20 A notable exception is Lane (2024), which demonstrates that an emergency credit product is an e�ective strategy
for coping with 
ood risk. We build on this with an approach that does not require signi�cant pre-existing �nancial
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evaluate a promising and generally applicable adaptation strategy in the context of a population

that is highly vulnerable to climate, and �nd that the forecast has substantial impacts on farmers'

decision-making. While our focus is on one location and one forecast, the monsoon is a global

phenomenon, and the timing of the beginning of the rainy seasons is a key input to farmer deci-

sions.21 As the climate changes further, costs to farmers will rise. Our results demonstrate that

forecasts help farmers cope with variable weather, making them increasingly valuable under climate

change.22

The remainder of this paper proceeds as follows. Section 2 provides relevant details about the

research setting. Section 3 presents a simple theoretical model of farmer decision-making under

risk. Section 4 describes our experimental design. Section 5 presents our analysis, including our

regression speci�cations and results. Section 6 compares forecasts to insurance. Section 7 concludes.

2 Research context

2.1 Agriculture in Telangana

Our study takes place in Telangana, India. The state is home to 35 million people, and agricultural

productivity per worker is low. While 55% of the labor force is employed in agriculture, the sector

provides only 15% of the Gross State Value Added (Government of Telangana (2020)). The majority

of farms are small, with the average landholding being 1 hectare. Rice is the main staple crop in

the state, but Telangana also grows a number of important cash crops. In our research sample,

65% of farmers reported cultivating rice, 44% growing cotton, and 14% growing maize during the

previous monsoon season.

Telangana, like much of central India, is dependent on the monsoon for agriculture with about

80% of the total annual rainfall occurring in the monsoon months from June to September. While

the monsoon arrives in early{mid June on average, uncertainty over monsoon onset is high: between

1979 and 2019, the standard deviation of the onset date was approximately 20 days.

Weather risk is a substantial concern for agriculture in the state, as it rests in one of the most

variable areas of the monsoonal region of India. Both formal and informal methods to smooth risk

exist in Telangana. The Government of Telangana, through itsRythu Bandhu scheme, provides

farmers with a number of pre-season incentives. Primary among these is the unconditional cash

transfer of INR 5,000 for each acre planted for each season (Government of Telangana (2020)). This

scheme also provides access to credit for farmers to spend on inputs including seeds and fertilizers.

One notable national crop insurance program, Pradhan Mantri Fasal Bima Yojana (PMFBY), has

infrastructure and can be disseminated at low cost.
21 Similar forecasts are showing promise in other parts of India, as well as in other countries (e.g., Potsdam Institute

for Climate Impact Research (2021) in Tanzania), and recent advances in statistical-, machine learning-, and physics-
based modeling of seasonal weather patterns promise to make long-range forecasts an important input for building
climate resilience around the world (Schneider et al. (2022)).

22 While changes in climatic variability will be damaging to farmers, they are not expected to reduce forecast
accuracy, as the underlying physics of the atmosphere are unchanged.

6



ceased to operate in the state.23 Private insurance exists, but is severely underutilised. At baseline,

only 0.75% of farmers in our sample had heard of rainfall insurance (Appendix Figure A.2).

Information about the weather is also limited. While 65% of farmers in our sample report having

received information about the upcoming Kharif season at baseline (conducted prior to planting

in early May; see Figure 2), the reliability of these sources is unclear. Appendix Figure A.1 shows

the breakdown of farmers' information by source. Very few farmers rely on information from the

government (7.4%) or extension services (7.3%). Instead, a large share of farmers report receiving

information from other farmers in their village (63.3%) or outside of their village (41.5%).

2.2 Forecasting the monsoon

We study a novel approach to reducing agricultural risk: long-range monsoononset forecasts. These

forecasts have the potential to substantially improve farmer welfare, because they enable farmers

to materially alter their planting and other input decisions. Moreover, recent work by Mobarak

and Rosenzweig (2014) demonstrates that onset timing matters for farmers: farmers are willing to

pay for insurance against a delayed onset.

We rely on a novel long-range forecast of the monsoon's onset produced by PIK, and described in

Stolbova et al. (2016).24 This forecast uses climate data from the months leading up to the beginning

of the monsoon to predict the timing of the monsoon's onset over speci�c regions of India, including

Telangana.25 The PIK model produces a probability distribution of potential onset dates, which can

be summarized as a likely onset date range, making it easy for farmers to understand. The forecast

is issued at least a month in advance of the monsoon onset, enabling farmers to substantively adjust

their production decisions. In particular, a month-long period provides farmers with su�cient time

to alter their crop selection, adjust the seeds they buy, redistribute their land among the chosen

crops, and modify the inputs used along with the quantities purchased. Backcasting over the past

10 years, the PIK forecast was correct each year. When evaluated from 1965{2015, the forecast

was correct for 73% of the years in the sample.This forecast is not yet widely available to farmers,

leaving us with a unique opportunity to evaluate its impacts.

We prefer the PIK forecast to (i) existing monsoon onset forecasts; (ii) forecasts of monsoon

rainfall quantity; and (iii) short-range weather forecasts. First, the PIK forecast represents a

signi�cant improvement over existing monsoon onset information. The IMD produces a monsoon

onset forecast over Kerala rather than for speci�c locations around the country, and Moron and

Robertson (2014) demonstrate that there is virtually no correlation between the monsoon's onset

over Kerala and local onset anywhere else in India.26 Moreover, the IMD forecast only arrives

23 The program initially required all agricultural loan-holders to purchase insurance, but when the government
subsequently made this condition voluntary, demand collapsed.

24 See Appendix F for more details on monsoon forecasting.
25 At the time of this writing, PIK provides three monsoon onset forecasts for India: Telangana, central India, and

Delhi. We use the Telangana forecast as it covers one of the country's key agricultural regions.
26 Unlike PIK, the IMD forecasts the monsoon's onset over Kerala.The IMD does not produce any other regional

onset forecasts. However, the monsoon does not progress northwards from Kerala in a predictable manner { meaning
that onset over Kerala carries little signal about onset timing over the rest of the country.
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two weeks in advance of the monsoon's onset, which also limits its usefulness relative to the PIK

forecast. Second, the PIK forecast provides a highly accurate forecast of onsettiming, and there

exist no corresponding accurate monsoon rainfallquantity forecasts. The most widely-available

existing quantity forecast in India, produced by the IMD, is uncorrelated with actual rainfall in

much of the country (Rosenzweig and Udry (2019)). Finally, the PIK monsoon forecast is distinct

from the more common short-run \weather forecasts" that aim to predict exact weather conditions

at a speci�c point in the upcoming week or two and cannot be used to make large-scale changes to

ex ante inputs.27

3 Model

In this section we present a simple two-period model of farmers' decision-making under uncertainty,

which we use to illustrate the e�ects of the monsoon forecasts and insurance product.28 In period

one, farmers decide how much to save (s), how much to consume (c1), and how much to invest

(x � 0) by forming expectations across monsoon onset states� i and a concave, risky agricultural

production technology f (x; � i ). In the period two, farmers consume (ci
2) from production and

savings.

Production The output from this production technology is modi�ed by the state of the world � i

for i 2 f 1; :::; Sg, where� i are ordered so that for anyi > j we have higher production and a greater

marginal product: f (x; � i ) > f (x; � j ) and f 0(x; � i ) > f 0(x; � j ) for all x > 0.29 There is no product

at zero investment regardless of the state:f (0; � i ) = 0 for all i . These states can be thought of

as approximations for when the monsoon will arrive, with an earlier arrival being associated with

greater returns to investment.30

Farmer decisions The farmer's prior belief over the probability distribution of � for the coming

agricultural season is given byG(�). They use these beliefs to weight possible future outcomes. The

farmer therefore solves the following problem:

max
s;x

u(c1) + �
P S

i =1 u(ci
2j� i )g(� i )

s.t. c1 = y � s � p � x & ci
2 = f (x; � i ) + s

(1)

27 Seasonal climate forecasts are a relatively new innovation (see Kirtman et al. (2014) for a review), and are
typically physics-based models of the climate system linked to slower-moving conditions. In contrast, short-range
weather forecasts use deterministic, numerical simulations of weather variables based on current conditions. Weather
forecasting techniques, therefore, are not well-suited to forecasting beyond a short time window.

28 We provide extended model details in Appendix B.
29 For simplicity, we assume that monsoon onset is the only determinant of production and that output is mono-

tonically decreasing in onset timing. Of course, in reality, agricultural output will depend on a variety of factors
(e.g., temperature, the pest environment, etc), which can be thought of as an error term on the production function,
and does not a�ect the results of the model. One such factor is monsoon rainfall quantity , which surely matters for
production but has been shown to be largely orthogonal to onset timing (Moron and Robertson (2014)). While it
is possible that extremely early rain could be detrimental to agricultural output, in general, delayed monsoons are
associated with lower output (Amale et al. (2023)).

30 The investment level x can also be interpreted as a continuum of crop choices, with varying productivities which
depend on the state and are correlated with planting costs. In that sense, for any given state, there is an optimal
crop choice x that would maximize production subject to budget constraints.
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whereu(�) is a concave utility function, c1 is �rst period consumption, ci
2 is second period consump-

tion in state i , g(� i ) is the probability density of the farmer's prior over � , y is starting wealth, s

is risk-free savings (or interest free borrowing),p is the price of the input x, and � is the discount

factor.

Appendix B.2 shows that, for su�ciently risk-seeking farmers, the optimal investment is an

increasing function of their beliefs on the realization of� . In other words, the higher a farmer's

prior that it will be a good year, the more they will choose to invest.

Forecasts We now introduce a forecast, � f , which provides farmers with information on the

likelihood of future states of the world. We assume that the forecast is unbiased (such that� f =

E[� ]), but has some noise (Var(� f ) = � 2
f , with lower � 2

f indicating higher forecast accuracy). The

farmer uses this prediction and combines it with their prior G(�) via Bayes' rule to calculate a

posterior probability distribution for � , say G0(�). The farmer's average posterior will fall between

their prior and the forecast prediction, and will have a smaller standard deviation (less uncertainty)

than their prior. How the farmer changes their behavior after receiving the forecast depends on

both their priors and the realization of the forecast. Note that any given year will only have one

such realization, but it is nevertheless valuable to consider treatment e�ects of di�erent possible

forecast realizations.

Figure 1 illustrates the key results of the model.Panel A plots the predicted treatment e�ect

of a forecast on agricultural investment. Each curve represents a single forecast realization. The

central line shows our predictions for an average monsoon { which is what occurred in the year of

our intervention. Under an average monsoon, farmers with early (and therefore overly-optimistic)

priors receive bad news from the forecast, and as a result, reduce their investments. Farmers with

average (and therefore correct) priors receive neutral news from the forecast, and do not change

their investment behavior strongly. Note, despite the lack of strong response, this information is

still valuable to these farmers as it increases their con�dence in their prior. Farmers with late

(and therefore overly-pessimistic) priors receive good news from the forecast, and increase their

investment.

The other two curves on this �gure extend these predictions to highlight farmer responses to

di�erent forecasts. The top curve shows farmers' responses to a forecast of an early monsoon.

Now, the early-prior farmers are correct, and do not update their behavior in response to the

forecast, while the average- and late-prior farmers both receive information that they were likely

too pessimistic, and invest more. The bottom curve shows responses to a forecast of a late monsoon.

Here, early- and average- prior farmers receive a signal that the growing season will be later than

they expected, so they reduce investments. The late-prior farmers receive corroborating information

from the forecast, and do not adjust their behavior. This �gure illustrates how forecasts help farmers

to tailor their behavior to the coming growing season.

Panel B shows farmers' responses to an insurance product, which delivers a payout in su�ciently

bad states. Regardless of farmers' priors on the upcoming growing season conditions, insurance

(black) { which conveys no information about the state { causes all farmers to weakly increase
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their investment in agriculture. This reduces risk by shrinking the variance in consumption across

states. In contrast, the forecast (purple) enables farmers to tailor their investments to the upcoming

growing season realization, as shown in Panel A. This highlights the di�erent mechanisms behind

forecasts and insurance.
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Figure 1: Investment choice with a forecast or insurance (model)

Notes: This �gure plots the simulated relationship between the treatment e�ect on optimal investment and the farmer's prior
that the good state of the world will be realized with a forecast or with insurance resulting from our model. The y-axis represents
the di�erence between farmers who receive a treatment and those who do not. The grey horizontal line is centered at zero.
The x-axis re
ects whether farmers believe the monsoon will arrive early, at the average time, or late. Panel A indicates the
investment response of farmers with di�erent priors under di�erent counterfactual realizations of the forecast. Responses to
an early forecast realization are depicted by the dark line; responses to an average forecast realization (as was the case in our
empirical setting) are depicted by the solid central line; and responses to a late forecast realization are depicted in the light
bottom line. Panel B shows di�erential investment responses between the forecast (purple) and the insurance product (black)
for farmers with di�erent priors. See Appendix B.3 for simulation details.
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4 Experimental design and data

4.1 Experimental design

Informed by our theoretical framework, we designed a randomized controlled trial to estimate

the bene�ts of forecasts. We randomized 250 villages (sampling 5-10 farmers each) in Telangana

into either a forecast group (100 villages), an insurance group (50 villages), or a control group

(100 villages).Comparing the forecast group to control identi�es the impact of forecasts relative to

the control group. Comparing the insurance group to the control group identi�es the impact of

insurance relative to the forecast group, and allows us to benchmark the impact of forecast relative

to another well known risk-mitigation technology.

We sampled villages in two districts in Telangana, Medak and Mahabubnagar, and restricted

the sample by excluding villages with high penetration of irrigation, based on data from ICRISAT

and the 2011 Indian Census, as these villages were already insulated from the variability of the

monsoon. We also drew our sample with a distance bu�er between villages, to prevent across-

village information sharing. To increase statistical power and ensure balance, we strati�ed our

randomization by district and an indicator for having an above-median number of farmers per acre

{ a measure of agricultural intensity. We then sampled households within each village for inclusion

in our experiment. Each sampled household in a given village received the same treatment. In order

to directly measure spillover e�ects on beliefs within villages, we also conducted a short survey on

monsoon beliefs with 2-3untreated households in the forecast villages.

We partnered with ICRISAT to implement this experiment. ICRISAT is an international orga-

nization headquartered in Hyderabad, Telangana, close to our study locations. They have over 50

years of experience in Telangana, and are known across the region for breeding and disseminating

high-performance crops. They have become one of the most trusted partners for farmers and local

extension services working in the area, with an extensive network of partners, which makes them

uniquely positioned to deliver these technologies to those in need. Working with ICRISAT and

their partners lent credibility to the forecasts for farmers who were encountering this information

for the �rst time.

Forecasts Farmers were told about the forecast using the following text:

\In late May/early June each year, we can o�er you a forecast which tells you which

karte [an approximately two-week local time step] the monsoon will arrive in. In 37

of the past 50 years, this forecast has been within one week of the actual start of the

rains. It has been better in the past recently: all of the past 10 years' forecasts have been

correct."

We also provided farmers with an information sheet to showcase the forecast's historical accuracy

(Appendix Figure H.1). We o�ered farmers this forecast through a BDM mechanism to elicit farmer

willingness-to-pay, which we describe in more detail below. If a farmer purchased a forecast, the

enumerator would provide the farmer with the 2022 forecast:
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\This year's forecast says that the monsoon is likely to start over Telangana between

June 11th and June 19th, in Mrigashira karte. This is likely to be followed by a dry

spell from June 20th to June 29th, in the �rst half of Aarudra karte. The continuous

monsoon rainfall is expected after June 29th, in the second half of Aarudra karte."

After visiting the farmers in person to deliver this information, ICRISAT sent a follow-up SMS

with the same text.

This forecast is for an average monsoon. Figure 3 shows that the forecast is approximately in

the center of the distribution of farmers' prior beliefs. Per our theory, the fact that the forecast

is for an average monsoon suggests that farmers with early priors should reduce investment in

agriculture in response to the forecast, while farmers with late priors should increase investment.

Insurance Our insurance product provided farmers with �nancial protection against a late

monsoon. We modeled this product directly on Mobarak and Rosenzweig (2014): farmers would

receive a sliding-scale payout at harvest time if the monsoon onset was delayed, and not otherwise.

We de�ne a village-speci�c \on time" monsoon onset date based on the average monsoon onset date

in that location, using reanalysis data from the ECMWF ERA-5 (Mu~noz-Sabater et al. (2021)),

and following the approach of Moron and Robertson (2014), as shown in Figure F.1. We installed

rain gauges close to each village (approximately one rain gauge per 10 villages), and hired local

sta� to record their measurements throughout the growing season. For insurance payout purposes,

we de�ne onset conservatively (such that payouts are generous): when our rain gauges accumulated

30mm of rainfall over �ve days and this was not followed by a dry spell of 10 or more days with

less than 1mm of rain per day (Mobarak and Rosenzweig (2014)).31

Farmers were informed that they would receive a low payout if the monsoon were 15-19 days

late compared to the local \on time" onset date; a medium payout if the monsoon were 20-29 days

late; and a large payout if the monsoon were 30 days late or later. The maximum payout was set

to approximately $190 USD, and was designed to cover approximately 20 percent of the average

farmer's agricultural revenues (Ministry of Statistics and Programme Implementation, Government

of India (2013)).32 Farmers in the insurance treatment arm received an information sheet covering

these details (Figure H.2). As with the forecast product, we o�ered farmers this insurance product

through a BDM mechanism to elicit willingness-to-pay, which we describe in more detail below. In

September, households were noti�ed about whether they would receive a payout, and the actual

payments were disbursed in October.

Product o�ers and takeup In order to ensure high takeup of forecasts and insurance, while as

an added bene�t, allowing us to measure WTP, we o�ered these products to farmers through a BDM

mechanism, with a price distribution set such that nearly all farmers with positive WTP would

ultimately purchase the product (though this distribution was unknown to farmers). 33 We present

take-up of the forecast and insurance product in Appendix Figure A.3 and Appendix Table A.4. We

31 See Appendix Figure A.4 for our rain gauge data. In order to assess the accuracy of the forecast, we use a less
strict measure, focused on whether measurable rainfall occurred within the forecasted onset range.

32 For this calculation, as for all others in the paper, we use an exchange rate of $1 = INR 82.
33 For more details on our BDM, which was modeled on Berkouwer and Dean (2022), see Appendix G.
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Figure 2: Experimental timeline

Notes: This �gure presents the timeline of the �rst year of our experiment in relation to the agricultural cycle. The �rst year of
the experiment took place during the 2022 Kharif season. We implemented the baseline survey, and provided treatment o�ers,
and gave farmers the forecast in early May. We visited farmers in early June to collect posterior beliefs. Insurance payouts
were triggered by monsoon onset timing, and insurance payouts occurred in October/November. We conclude with a November
endline.

�nd that take-up is over 85 percent for both treatment groups. 34 The remaining farmers reported

no interest in the product or declined to participate in the BDM.

Timeline Figure 2 presents the timeline for the experiment. We conducted a baseline survey

in May 2022, timed such that we could deliver the PIK forecast at the end of the survey, but

still several weeks before the IMD's forecast arrived. Households in the forecast and insurance

villages were o�ered their respective products. For purchasing households in the forecast arm, the

information was provided at the end of this visit. This was followed by another visit to households in

June 2022, approximately two weeks after the baseline, where we collected data on farmer posterior

beliefs about the monsoon. Finally, we conducted our endline survey in November 2022.

The realized monsoon As predicted, over Telangana, the monsoon rain arrived in Mrigashira

karte (June 7 - June 20), followed by a dry spell, and then continuous rain beginning in Aarudra

karte (June 21 - July 5). As a result, just as was predicted by the forecast, the realized monsoon

was very close to average.35 The forecast was also extremely accurate in our study sample. All 25

of our rain gauges received rainfall by Mrigashira karte. As the forecast also predicted, we �nd that

the amount of rain declined for approximately two weeks following onset, and began to increase

again after June 29th. Appendix Figure A.4 shows rainfall across the weather gauges we installed

in our sample.

34 Appendix Figure A.3 and Appendix Table A.3 document the later the farmer thinks the monsoon is likely to be,
the more likely farmers are to purchase each product when o�ered.

35 In the endline survey, farmers report placing substantially more trust in the forecast after having received it once,
presumably because the forecast was accurate (Appendix Figure A.5).
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4.2 Data

Outcome data We collected detailed data on three main categories: beliefs,ex ante investment,

and ex post outcomes.

Our �rst outcome of interest is farmer beliefs about the arrival of the coming monsoon. To

measure this, we elicited the farmers' subjective probability distribution of when the monsoon

would arrive this year. We did so by providing the farmers with 10 beans to distribute across

kartes within a year, following Cole and Xiong (2017). We �rst asked them to place the beans

according to the historical distribution for the past 10 years, where we told farmers to think of

each bean as representing one year's monsoon. Once the historical distribution was laid out on the

table in front of the farmer, we asked them to consider whether they believed the monsoon would

arrive on time, early or late in the coming year. We then asked how they would like to move the

beans around in light of their response. We gathered this information during baseline round I and

baseline round II to establish whether (and by how much) the forecast changed farmers' priors.

Figure 3 takes the mean of the prior distribution for each farmer, and plots a histogram of these

means. The forecast is represented as a purple dashed vertical line. The forecast in 2022 was for

an average monsoon, close to the mean of the prior distribution. We divide this distribution into

terciles: tercile 1 (indicated by the blue vertical line) are farmers who expected an early monsoon,

and would receive bad news from the forecast. Tercile 2 (between the dashed vertical lines) are

farmers who (correctly) expected an average monsoon, and would receive neutral news from the

forecast. Finally, Tercile 3 (indicated by the green vertical line) are farmers who expected a late

monsoon, and would receive good news from the forecast. Appendix Table A.7 and Appendix

Figure A.6 suggest that these measures are informative: beliefs correlate with whether the farmer

is in their home village and the farmer's land holdings, and control farmers' investments during our

study year correlate strongly with their beliefs.36

The second main category of outcomes areex ante agricultural investment decisions made by

the farmers. We consider a number of choices that may be a�ected by our treatments, including

the amount of land cultivated, which crops they cultivate, and the amount of inputs applied to

each plot. For crop choice, we are particularly interested in whether farmers choose to plant cash

crops and how these crop choices di�er from what the farmer cultivated in the past. Our measure

of inputs includes the amount each farmer spent on fertilizer, seed, fertilizer, labor, and total costs.

Finally, to summarize these investment choices into one measure, we construct an investment index

which is an inverse-covariance weighted index of total land cultivated, cash crop choice, and total

input expenditure.

The third main group of outcomes includes downstreamex post outcomes for the household.

Of primary interest are agricultural output (including pro�ts), the household's �nancial position,

non-agricultural business, and overall household welfare. We measure agricultural output by the

weight of crops harvested, the value of crops sold, the value of crops they produced, average

36 A simple linear regression of our standardized investment index on the mean of prior beliefs in the control group
yields a coe�cient of -0.14 and p-value of -0.039.
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Figure 3: Farmers' priors and the monsoon forecast

Notes: This �gure presents the distribution of farmers' mean priors over the 2022 monsoon onset, measured in kartes (a local
approximately two-week long unit of time). To elicit these priors, we use the beans task described in Section 4; we then take
the mean of each farmer's prior distribution to form this histogram. The forecasted monsoon onset date is represented by
the dashed purple vertical line. The 2022 forecast was for an average monsoon, and the forecast lies close to the mean of the
prior distribution. We shade the terciles of beliefs. Tercile 1 (indicated by the blue dashed line) are farmers who expected an
early monsoon, and receive bad news in the forecast group. Tercile 2 (white) are farmers who (correctly) expected an average
monsoon, and receive neutral news in the forecast group. Finally, Tercile 3 (indicated by the green dashed line) are farmers
who expected a late monsoon, and receive good news in the forecast group.
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yield, and pro�ts (de�ned as the value of crops produced minus total expenditure). Our main

indicator of the household's �nancial position is savings net of debt. For non-agricultural business,

we consider ownership, investment amount, and business pro�ts. For overall well-being, we focus

on two measures: household consumption per-capita across eight consumption categories over the

past month and the PHQ-9 screening tool, a standard and locally-validated depression metric to

measure mental health (Bhat et al. (2022)). We further consider e�ects of our treatments on other

outcomes, including assets and migration.37

Attrition, descriptive statistics, and balance Before proceeding with main results, we test

for di�erential attrition and balance between villages in the control group, forecast treatment group,

and insurance treatment group. Appendix Table A.1 shows that overall attrition (de�ned as being

present in baseline round I but absent fromeither baseline round II or endline) is extremely low:

only 4% of households in the control group attrited from the study. Households in the insurance

treatment arm are more likely to answer all surveys (if anything, this is likely to bias our insurance

treatment e�ects downwards as we anticipate that those who do not respond are likely to have

experienced worse outcomes).38 Appendix Table A.2 explores the correlation between attrition and

baseline characteristics. The mean of a farmer's beliefs about monsoon onset this year does not

predict di�erential attrition, though we �nd that farmers with more di�use priors (higher SD) are

more likely to exit the sample. Taken together, these results imply that the o�er of insurance likely

retained some farmers with uncertain beliefs over this year's monsoon.

Appendix Table A.3 presents some descriptive statistics and our balance checks. As expected,

we �nd that villages are similar between groups on a variety of characteristics. Villages contain

approximately 400 households on average, and span 360 hectares of cultivated land. The share of

irrigated land is low by design (approximately 30%). We also �nd balance across characteristics of

our sample households. On average, households consist of �ve members. The head of the household

is typically in their mid-40s and has received 6 years of education. Households have two plots of land

on average and cultivate 2.5 hectares of land. The sample is broadly well-balanced, although we

see statistically signi�cant di�erences between the control and forecast treatment villages in terms

of the standard deviation of the monsoon onset timing distribution and the standard deviation

of expectations over this year's monsoon. However, these di�erences are quite minor, accounting

for only 3% and 4% of the control mean, respectively. As such, we do not consider them to be a

signi�cant cause for concern.

Pre-registration This research was pre-registered at the AEA and the analysis plan was accepted

via the pre-results review at the Journal of Development Economics.We include footnotes in the

main text to discuss any changes in regression speci�cation from our analysis plan. A full list of

deviations from the PAP is described in Appendix C.

37 We measure assets via a count of individual asset items, the self-reported value of these assets, and a count of
livestock holdings. Finally, we measure migration by capturing how many individuals from the household migrated
elsewhere over the cropping season and the value of remittances they sent home.

38 Of the 495 control group households, 497 forecast group households, and 248 insurance group households, we
were unable to conduct all three surveys with 21, 16, and 1 household(s), respectively.
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Table 1: E�ect of the forecast and insurance on beliefs

(1) (2) (3)
j posterior � forecast j j posterior � prior j K-S Stat

Forecast -0.156� -0.214�� -0.052�

(0.087) (0.098) (0.028)

Insurance 0.037 -0.059 -0.017
(0.119) (0.131) (0.035)

Control Mean 0.70 0.89 0.44
Observations 921 921 921

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on farmers' beliefs about the onset
timing of the Indian Summer Monsoon, estimated using Equation (2). To compute priors and posteriors, we use the beans task
described in Section 4. jposterior - forecast j is the absolute di�erence between a respondent's posterior and the forecast date
for the monsoon onset. jposterior - prior j is the absolute di�erence between a respondent's prior and posterior belief for when
the monsoon will arrive. K-S Stat is the Kolmogorov{Smirnov test statistic for the di�erence between a respondent's prior
distribution and their posterior distribution. We exclude households where we were unable to speak to the same respondent
when eliciting priors and posteriors. All regressions include strata �xed e�ects and baseline controls chosen by double-selection
LASSO. Standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, �� p < 0:10. We present an
IV analogue in Appendix Table D.19.

5 Results

5.1 Beliefs and willingness-to-pay

Impact on beliefs The \�rst stage" e�ect of a forecast should be to update a farmer's beliefs

about monsoon onset. We test for this by comparing prior beliefs elicited at baseline with posterior

beliefs measured during baseline round II in the treatment groups compared with the control group

and the insurance group (which ought to act as a placebo group, having not received the forecast):

Yiv = � 0 + � 1Forecast o�erv + � 2Insurance o�erv + 
 X iv + � iv (2)

whereYiv are various measures of beliefs for householdi in village v; Forecast o�erv is an indicator

for being in a forecast o�er village, Insurance o�erv is an indicator for being in an insurance o�er

village, X iv are strata �xed e�ects and a set of controls chosen by double-selection LASSO, and� iv

is an error term, clustered at the village level.39

Table 1 presents the results. We �nd that the absolute di�erence between the forecast and the

prior is 22% lower in the forecast group than the control group (Column 1). As this year's forecast

was for an average monsoon { and therefore close to the mean of the overall prior distribution { we

also �nd that the distance between the posterior and prior distribution is smaller in the forecast

treatment arm, measured both in absolute value (24% lower than control, Column 2) and in the

Komolgorov-Smirnov test (12% lower than control, Column 3). Reassuringly, we �nd no evidence

that the insurance treatment a�ected farmers' beliefs. As a result, we conclude that the forecast

was successful in shifting farmers beliefs' about the monsoon's arrival. Figure 4 corroborates these

39 Because takeup of the forecast and insurance products was not 100% (as documented in Appendix Figure A.3 and
Appendix Table A.4, we present IV versions of all of the results in Section 5 in Appendix D, where we instrument for
forecast (insurance) takeup with an indicator for being in a forecast (insurance) village. As expected, our estimated
magnitudes increase somewhat, and signi�cance is broadly unchanged.
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Figure 4: Distribution of prior and posterior beliefs

Notes: This �gure plots prior and posterior beliefs over this year's monsoon onset, measured in kartes (a local approximately
two-week long unit of time). To elicit these beliefs, we use the beans tasked described in Section 4; we then take the mean of each
farmer's prior distribution to form distributions over priors and posteriors. The light gray dashed line plots the distribution
of priors. The solid gray line plots the distribution of posteriors in the control group, and the solid purple line plots the
distribution of posteriors in the forecast group. The vertical purple dashed line indicates the forecast. The overbrace represents
the signi�cance level on the test of the null hypothesis on the forecast coe�cient in Equation (2), estimated using the posterior
mean as the outcome variable (coe�cient of -0.177 and p-value 0.061 without controlling for prior beliefs, coe�cient -0.176 and
p-value 0.063 when controlling for priors). We exclude households where we were unable to speak to the same respondent when
eliciting priors and posteriors. We winsorize priors and posteriors at the 3rd and 97th percentile for display purposes, but this
does not have a quantitative impact on the regression results nor statistical signi�cance. Signi�cance: ��� p < 0:01, �� p < 0:05,
� p < 0:10.

results, showing that while prior beliefs (dashed gray) were approximately centered on the forecast

(as shown in Figure 3), posterior beliefs in the control group (solid gray) shifted substantially later.

In the forecast group (solid purple), the distribution of posterior beliefs is meaningfully earlier and

therefore closer to the forecast.

Willingness-to-pay While we investigate farmers' willingness to pay for the forecast, we interpret

the results with some caution. Forecasts can be readily disseminated within the village, leading

farmers to potentially o�er a lower price in the BDM game compared to their true valuation, under

the assumption that they can obtain the same information from fellow farmers. Nevertheless, we

�nd that WTP for the forecast and insurance are remarkably similar (Appendix Figure D.1).

Our theoretical model also suggests that a farmer's WTP will depend on the strength of their

prior belief about the monsoon onset. Appendix Table D.5 presents correlations between farmers'

WTP and di�erent measures of the strength of farmers' priors.40 We �nd suggestive evidence that

40 In our pre-analysis plan, we erroneously included controls in these regressions. Because these regressions study
a single experimental group at a time { rather than comparing treatment to control { this removes useful variation
rather than adding precision. Therefore we present the unconditional correlations here. We will include the version
with controls in the Appendix.
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the strength of farmers' priors matters: farmers with more di�use priors have a higher WTP for

the forecast using some measures of prior strength (share of prior distribution before an on-time

threshold, Column 2, or early threshold, Column 3) but not others (SD of prior, Column 1).41 We

do not �nd evidence of correlations between WTP and the di�erence between the average (reported)

historical onset date and the farmer's prior { farmers' ex ante \sophistication" (Column 4) { nor

between WTP and risk aversion (Column 5). In theory, the direction of this correlation is ambiguous

(Blair and Romano, 1988). Finally, we check for similar correlations with insurance demand.

Theory predicts a monotonic relationship between likelihood of a good year and insurance demand,

but we �nd no strong relationship between any ex ante prior measures and WTP (Appendix Table

D.7). These mixed results suggest that caution is warranted when interpreting our WTP measures,

but the fact that WTP for forecasts and insurance is similar suggests farmers do �nd forecasts

valuable.

Information spillovers Finally, we check whether our forecast treatment caused any spillover

e�ects on beliefs. To do so, we compare monsoon beliefs from a sample of untreated farmers living

in treated villages (where some farmers received our forecast) to a similar spillover sample in control

villages (where no one did). Appendix Table A.8 shows no evidence of information spillovers. While

this exercise is informative, it does not rule out the possibility of future information spillovers once

farmers have more experience with the forecast, or spillovers in other dimensions (spillover farmers

mimicking treated farmers crop decisions, price changes, etc.).

5.2 E�ects on ex ante choices

Because our theory implies that the e�ect of the forecast will di�er depending on a farmer's prior,

our main speci�cation is:

Yiv = � 0 +
X

b=1 ;2;3

� b
1Forecast o�erv � [Prior bin = b] i

+ � 2Insurance o�erv + � b[Prior bin = b] i + 
 X iv + � iv (3)

where [Prior bin = b] i are indicators which divide farmers into terciles on the basis of their priors.

Those in the �rst tercile have priors that the monsoon will arrive relatively early (and therefore if

they are in the forecast group they will receive bad news); those in the second tercile have priors

that the monsoon will be average (and therefore receive neutral news from the forecast); and those

in the third tercile have priors that the monsoon will arrive relatively late (and therefore receive

41 We �nd no evidence of non-linearities in the relationship between WTP and prior SD (Appendix Table D.6).
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good news from the forecast).42 All other variables are as de�ned in Equation (2) above.43

Because the realized forecast was for an average monsoon, close to the mean of farmer beliefs

(Figure 3), we generally expect that the treatment e�ects for the �rst tercile (bad-news) and third

tercile (good-news) farmers will move in opposite directions, and e�ects for the second tercile (whose

priors were close to the forecast) will be close to zero. Our results are broadly in line with these

expectations. Across all fourex ante outcomes (land, an indicator for whether a farmer changed

crop relative to the prior year, total expenditure on agricultural inputs, and an investment index),

our point estimates imply that farmers who received bad news from the forecast substantially

reduced their investments, farmers who received neutral news do not change their investments, and

farmers who received good news substantially increased their investments.44

Land and crop choice We �rst investigate the impact of our treatments on land use and crop

choice (Table 2). We �nd evidence in support of our theory. Farmers who received bad newsreduce

land under cultivation by 22% of the control mean.45 We also see that farmers who received bad

news were 32% less likely to add a crop type from last year to this year. While they were also less

likely to plant a cash crop or change crops, these e�ects are not statistically signi�cant. Farmers

who received neutral news do not change their land under cultivation (point estimate of -3.7%), or

their crop choices.

Farmers who received good newsincrease land under cultivation by 15% (though this is impre-

cisely measured). They are also 16 percentage points more likely to grow a cash crop (Column 2),

16 percentage points more likely to have changed a crop compared to last year, and 14 percentage

points more likely to have added a new crop type compared to last year (Column 4), all compared

to control group farmers with similar priors. We do not �nd evidence that these farmers replaced a

previous-year crop with something else (Column 5), suggesting that the changes we see were driven

by new crops being added to the mix, rather than substitution.

We again �nd statistically signi�cant di�erences between farmers who received good news and

bad news on land cultivation (p-value 0.01), cash cropping (p-value 0.032), changing crops from

last year (p-value 0.013), and adding a crop between last year and this year (p-value 0.004). These

42 In our pre-analysis plan, we speci�ed that we would split the sample into bad-news and good-news farmers. Upon
learning that the monsoon was average, with a large mass of farmers with priors right around the forecast, we chose
to divide the sample into terciles to better re
ect this heterogeneity. We present continuous treatment e�ects on our
summary investment index in Figure 5. In Appendix D, we also present results from a pooled speci�cation where we
do not separate farmers by prior. The insurance e�ects remain quantitatively unchanged, but { as expected { the
forecast results tend to aggregate to zero across a variety of outcome variables, as they average negative and positive
treatment e�ects.

43 Because we are testing multiple outcomes, in addition to reporting standard p-values, we present sharpened
False Discovery Rate (FDR) q-values, which control for the expected proportion of rejections that are Type I errors,
following Anderson (2008). We apply these q-values within outcome categories that we measure using multiple
questions. This includes all ex ante agricultural investment choices, ex post agricultural productivity measures, ex
post welfare measures,ex post asset measures, andex post income-generating opportunity measures.

44 To the extent that farmers did not fully trust the forecast this year, these results are lower bounds.
45 Throughout the results section, for the sake of interpretation, we present results in percent of the control mean.

To do so, we scale our treatment e�ects (which compare forecast group farmers in each prior tercile with control
group farmers in each prior tercile) against the overall control mean, ensuring that the three tercile treatment e�ects
remain comparable when converting into percent terms.
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Table 2: E�ect of the forecast and insurance on land use and cropping

(1) (2) (3) (4) (5)
Land Ha. Cash Crop Changed Crop Added Crop Sub Crop

Forecast � -0.479�� -0.010 -0.037 -0.117� -0.000
Ind Bin 1 (0.188) (0.049) (0.054) (0.060) (0.047)

Forecast � -0.079 0.024 0.031 0.006 0.010
Ind Bin 2 (0.177) (0.038) (0.050) (0.046) (0.040)

Forecast � 0.330 0.159�� 0.158��� 0.141�� 0.039
Ind Bin 3 (0.251) (0.067) (0.060) (0.071) (0.057)

Insurance 0.266 0.047 0.033 0.038 -0.019
(0.166) (0.039) (0.046) (0.049) (0.037)

q-val Tercile 1 0.123 1.000 1.000 0.204 1.000
q-val Tercile 2 1.000 1.000 1.000 1.000 1.000
q-val Tercile 3 0.157 0.039 0.039 0.063 0.323
q-val Insurance 0.540 0.575 0.680 0.680 0.754
Test Tercile 1=3 0.009 0.032 0.013 0.004 0.574
Test Insur. = Ter. 3 0.819 0.120 0.059 0.183 0.348

Control Mean 2.18 0.51 0.57 0.36 0.39
Observations 1201 1201 1201 1201 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on farmers' land use and cropping
decisions, estimated using Equation (3). Land Ha. is area cultivated, measured in hectares. Cash Crop is an indicator for the
farmer planting at least one cash crop. Changed crop is an indicator for planting a di�erent crop mix in the 2022 Kharif season
than the 2021 Kharif season. Added Crop is an indicator for planting at least one additional crop in the 2022 Kharif season
compared to 2021. Sub Crop is an indicator for planting at least one fewer crop in the 2022 Kharif season compared to 2021.
Bins 1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most optimistic, and received bad news. Prior bin 2
had their beliefs more or less con�rmed, receiving neutral news. Prior bin 3 received good news. All regressions include strata
�xed e�ects and baseline controls chosen by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality
between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth
coe�cient. Sharpened q-values are adjusted across all outcomes in Tables 2 and 3 (except the index), and standard errors are
clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10. Appendix Table D.20 presents an IV analogue.

results are consistent with the forecast enabling tailored investments: farmers in this treatment

group adjusted their crop mix to match their expectations about the upcoming growing season.

Farmers in the insurance o�er group increased their land under cultivation by approximately

12 percent (p-value 0.11). This increase is similar in magnitude to previous evaluations of index

insurance (Karlan et al. (2014)). We cannot reject that insurance farmers and good-news farmers

saw the same increase (p-value 0.819). On the other hand, we �nd limited evidence that insurance

changed what farmers chose to grow. We do not expect insurance to a�ect crop choice as much as

the forecast, because insurance does not provide farmers with new information to help decide which

crops will be most successful. Though the point estimates on cash crop (4.7 percentage points),

changing crop mix from last year to this year (3.3 percentage points), and adding a crop (3.8

percentage points) are positive, they are much smaller than in the forecast group. We reject equality

between the good-news and insurance coe�cients on crop changes from last year (p-value 0.059),

demonstrating that while insurance is useful at enabling farmers to increase overall investment, it

does not allow farmers to optimize with respect to the speci�c upcoming growing season realization.

Inputs We also investigate the impact of our treatments on agricultural input expenditures
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Table 3: E�ect of the forecast and insurance on inputs

(1) (2) (3) (4) (5) (6)
Fert Seed Irri Labor Total Invest Index

Forecast � -143.74� -79.96 0.60 1.09 -205.24 -0.12
Ind Bin 1 (75.26) (199.18) (16.60) (92.59) (281.22) (0.08)

Forecast � -58.33 -155.22 -1.04 -56.00 -216.97 -0.01
Ind Bin 2 (63.16) (123.52) (11.65) (69.34) (198.36) (0.06)

Forecast � 63.74 180.22 22.52 279.31�� 671.27��� 0.29���

Ind Bin 3 (76.51) (160.95) (16.77) (109.90) (255.62) (0.10)

Insurance 73.91 -126.92� -7.33 155.39�� 235.75 0.12�

(69.23) (76.73) (11.40) (73.64) (194.35) (0.06)

q-val Tercile 1 0.204 1.000 1.000 1.000 1.000
q-val Tercile 2 1.000 1.000 1.000 1.000 1.000
q-val Tercile 3 0.291 0.197 0.157 0.039 0.039
q-val Insurance 0.575 0.540 0.680 0.540 0.575
Test Tercile 1=3 0.043 0.298 0.355 0.055 0.018 0.001
Test Insur. = Ter. 3 0.911 0.058 0.102 0.340 0.133 0.122

Control Mean 492.51 434.41 54.05 761.96 1948.48 0.00
Observations 1201 1201 1201 1201 1201 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on inputs, estimated using Equation
(3). Fert is the amount spend on fertilizer, Seeds the amount spent on seeds, Irri the amount spent on irrigation, and Labor the
amount spent on labor throughout the cropping season. Total is the total amount spent on all inputs, including all previous
outcomes and any other costs reported by farmers. All outcomes in Columns 1{5 are in USD. Invest Index is an inverse
covariance weighted index of land cultivated, cash crop cultivation, and total input expenditure. It has been excluded from the
MHT correction as it is a composite of three outcomes already included. Bins 1{3 indicate the prior tercile for a respondent.
Prior bin 1 were the most optimistic, and received bad news. Prior bin 2 had their beliefs more or less con�rmed, receiving
neutral news. Prior bin 3 were the most pessimistic, and received good news. All regressions include strata �xed e�ects and
baseline controls chosen by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality between the
�rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth coe�cient.
Sharpened q-values are adjusted across all outcomes in Tables 2 and 3 (except the index), and standard errors are clustered at
the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10. We present an IV analogue in Appendix Table D.21.

(Table 3).46 We again estimate treatment e�ects for farmers who received bad news, neutral news,

and good news, as well as for farmers in the insurance group.

We see suggestive evidence that farmers who received bad news reduced total expenditures in

agriculture by 10% (Column 5, a measure that includes expenditures on fertilizer, seeds, irrigation

and labor). This reduction is driven by spending 30% less on fertilizer (Column 1), a noisily-

measured 18% less on seed (Column 2), with null results on irrigation and labor (Columns 3

and 4).47 We �nd no e�ect on farmers who received neutral news. However, good-news farmers

increase their investments substantially, with total expenditures increasing by 34% of the control

mean. These are driven by signi�cant changes in labor expenditure (more than 37% of the control

mean), and positive but noisy impacts for fertilizer, seed, and irrigation. We reject equality between

good-news and bad-news farmers at the 5% level for total spending (p-value 0.018).48

46 Appendix Table D.9 contains treatment e�ects on per-acre input use. Broadly, we do not �nd changes in per-
acre input use. In theory, farmers would only change per-acre input use in response to treatment if another friction
were preventing them for using the optimal amounts of inputs per acre. In this context, farmers appear to be using
reasonable levels of input, which suggest that they are not far away from the optimal input per hectare ratio.

47 We split labor into \early" (prior to planting and planting) and \late" (between planting and harvest and harvest)
in Appendix Table D.8.

48 We also reject equality between good-news and bad-news farmers at at least the 10% level for fertilizer expenditure
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We also create an index from outcomes in Table 2 (land cultivation and cash crop) and Table

3 (total input expenditure), and �nd that bad-news farmers reduced investment by 0.12 stan-

dard deviations (p-value 0.13). We �nd no impacts on farmers who received neutral news, with a

standardized treatment e�ect on the investment index of -0.01 SD. However, good-news farmers

experience a 0.29 SD e�ect on the investment index. We reject equality between good-news and

bad-news farmers at the 1% level.

Finally, we �nd suggestive evidence that farmers who received the insurance treatment increased

their input expenditures. While the impact on total expenditures is insigni�cant, the point estimate

suggests a 12% increase in expenditure, which is commensurate with the 12% increase in land

cultivation that we reported for the insurance group in Table 2. This appears to be driven in part

by a 20% increase in labor expenditures. While imprecisely estimated, we see fertilizer spending

increases by 15%. We see no changes in irrigation expenditures, and spending on seeds falls. The

overall investment index we create from Tables 2 and 3 also increases by 0.12 standard deviations for

the insurance group. We again cannot reject similarity between insurance and good-news farmers

for all outcomes except spending on seeds (p-value 0.058). If anything, the total expenditure and

investment index treatment e�ects are larger for the good-news group.

These treatment e�ects suggest that the impact of forecasts di�ers signi�cantly across farmers

with di�erent prior beliefs. Farmers who receive good news are more likely to increase their agri-

cultural investment and experimentation (including land cultivation, crops, inputs), while farmers

who receive bad news are more likely to reduce it. This is consistent with our theoretical model.

Even in cases where we cannot reject zero for the good- or bad-news group on their own, we can

often reject equality between them. Moreover, these results highlight the di�erences between the

forecast and insurance treatments. While both treatments cause farmers to make substantial be-

havior changes, we only see evidence of changes in the crop mix for forecast farmers, in line with

our theory.

As a �nal point, it is important to note that only some of the individual results discussed

above remain statistically signi�cant at conventional levels after applying the MHT correction. In

particular, none of the reported increases for speci�c outcomes in the insurance group haveq-values

below 0.1, nor do the estimated reductions for forecast farmers in the bad news group. However,

while these results should therefore be interpreted with caution, in the case of insurance, the fact

that the investment index also shows a strong, highly signi�cant standardized increase supports

the conclusion that this treatment encouraged aggregate investment.

5.3 Ex post outcomes

Next we examine the extent to which changes inex ante investments lead to improvements in

ex post welfare (although these outcomes should be less directly impacted by farmers' decisions,

because they are exposed to additional noise generated by the realized growing season weather).

Our primary outcomes are agricultural output (including pro�ts), non-agricultural enterprise, and

(p-value 0.043), and labor expenditure (p-value 0.055).
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well-being.49 We use the same regression speci�cation we used for ourex ante outcomes (Equation

(3)). Our ex postresults generally follow from ourex ante �ndings. Farmers who received bad news

did less farming, and as a result have lower agricultural pro�ts, but we �nd suggestive evidence

of substitution into non-agricultural business and meaningfully higher net savings. Farmers who

received neutral news did not change theirex antebehavior, and we see no corresponding treatment

e�ects on ex post outcomes. Finally, for the good-news group, we �nd a noisy zero on agricultural

pro�ts (which can be explained by low or negative returns to some investments this season, as we

explore in Section 5.3.1 below), suggestive evidence of less non-agricultural business activity (con-

sistent with doing more farming instead), and positive but noisy impacts on net savings. Finally,

we estimate null results on per capita consumption for all groups, including insurance.

Agricultural output We examine �ve measures of agricultural productivity: total crop produc-

tion in kilograms, the value of crop sales, the value of crop production (using average sale prices),

yield per hectare, and pro�ts (Table 4). The forecast treatment e�ects follow the broad pattern we

documented in theex ante results. We �nd negative e�ects for farmers receiving bad news, includ-

ing a 27% decline in production and a noisy 20% decline in crop sales. We also estimate negative

e�ects on agricultural pro�ts { consistent with the ex ante result that these farmers are engaged

in less agriculture as a result of the forecast. We �nd close to zero e�ects for farmers receiving

neutral news. We also �nd positive e�ects for farmers who received good news. These e�ects are

relatively noisy, but have point estimates of approximately 22% and 7% for production and yield,

respectively. For these two outcomes, we reject equality between bad-news and good-news farmers

(p-values of 0.009 and 0.078). Finally, for the insurance treatment, we estimate zero e�ects onex

post outcomes despite the increased investment in land, and inputs documented above.50

We document decreases in input expenditures for the bad-news group, which translate into

reductions in agricultural pro�ts. However, for the good-news group, we �nd a null result on

agricultural pro�ts, despite large increases in investment (Tables 2 and 3). Using a machine learning

approach (Chernozhukov et al. (2023)), we show that the average treatment e�ects on agricultural

pro�ts mask signi�cant heterogeneity, which can be predicted using observable characteristics. We

discuss this in more detail below.51

Non-agricultural outcomes and welfare We conclude our main analysis with measures of non-

agricultural activity and welfare: savings less debt, ownership of a non-agricultural business, non-

agricultural investment, business pro�ts, per-capita consumption, and standardized PHQ (Table

5). Column (1) shows that farmers who received bad news increased net savings by more than

$560, driven by a substantial reduction in debt (see Appendix Table A.11). We cannot reject

zero e�ect on net savings for neutral news or good-news farmers. In Columns (2){(4), we �nd

49 We summarize additional impactsin the Appendix.
50 We fail to reject equality between the good-news farmers and the insurance farmers on all output variables.
51 It bears mentioning that, while these point estimates on ex post outcomes are in the neighborhood of our treatment

e�ects on the ex ante outcomes in many cases, we may simply be underpowered to detect treatment e�ects on the ex
post outcomes overall. This is perhaps unsurprising, as there is a longer lag between the forcast being provided and
these outcomes being realized, during which the rainfall realization and other external forces such as temperature
and pests impact agricultural production.
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Table 4: E�ect of the forecast and insurance on agricultural output

(1) (2) (3) (4) (5)
Prod (Kg) Crop Sold ($) Value Prod ($) Yield Pro�t ($)

Forecast � -18.00�� -288.80 -1865.76�� -6.59 -1224.54��

Ind Bin 1 (8.34) (257.23) (923.64) (4.35) (602.10)

Forecast � -14.03� -464.24� -170.46 -1.76 106.85
Ind Bin 2 (7.98) (258.96) (965.31) (3.86) (547.14)

Forecast � 14.98 -75.64 12.11 2.46 -588.69
Ind Bin 3 (10.69) (283.21) (891.95) (3.76) (529.63)

Insurance 3.80 35.43 -128.20 -2.17 -280.20
(7.17) (230.19) (702.26) (2.84) (444.04)

q-val Tercile 1 0.074 0.096 0.074 0.074 0.074
q-val Tercile 2 0.310 0.310 1.000 1.000 1.000
q-val Tercile 3 1.000 1.000 1.000 1.000 1.000
q-val Insurance 1.000 1.000 1.000 1.000 1.000
Test Tercile 1=3 0.009 0.557 0.118 0.078 0.393
Test Insur. = Ter. 3 0.315 0.706 0.875 0.265 0.552

Control Mean 66.15 1428.46 5311.78 34.22 1365.46
Observations 1201 1201 1201 1178 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on agricultural output, estimated using
Equation (3). Prod (Kg) is total agricultural production in kilograms. Crop sold ($) is the total value of crops that were sold
in USD. Value Prod ($) is the value of all crops produced in USD, whether they were sold or not, using median village prices
for each crop. Yield is kilograms of production per hectare. Pro�t is value of production less total expenditure in USD. Bins
1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most optimistic, and received bad news. Prior bin 2 had
their beliefs more or less con�rmed, receiving neutral news. Prior bin 3 received good news. All regressions include strata
�xed e�ects and baseline controls chosen by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality
between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth
coe�cient. Sharpened q-values are adjusted for all outcomes in the table, and standard errors are clustered at the village level.
Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10. We present an IV analogue in Appendix Table D.22.
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suggestive evidence that farmers who received bad news engaged inmore non-agricultural activity,

while farmers who received good news engaged in less. While not statistically signi�cant, the

point estimates imply that bad-news farmers were 37% more likely than control to own a non-

agricultural business, increased non-agricultural investment by 12%, and increased business pro�ts

by 47%. In contrast, we see suggestive evidence that good-news farmers were less likely to own

a non-agricultural business, reduced non-agricultural investment by more than 70% (signi�cant at

the 10% level), and saw a 22% decline in business pro�ts. These results are consistent with good-

news farmers investing more in agriculture and bad-news farmers investing less in agriculture, but

instead turning to non-agricultural enterprise.

Our treatment e�ects on consumption mirror those for ex ante and ex post outcomes: a 13%

decline for bad-news farmers, less than a 1% change for neutral-news farmers, and a 4% increase

for good-news farmers. However, none of these estimates is statistically di�erent from zero. We

also see a noisy 8% reduction for the insurance group. We cannot reject equality between any

groups of farmers. For our PHQ measure, we see a meaningful increase of 0.21 for bad-news

farmers. This is consistent with stress they might have experienced upon receiving bad news, or

their subsequent disappointment in not being able to grow as much as they had hoped for this year.

We do not �nd statistically signi�cant impacts for any other group. 52 While we do not see large

impacts on consumption, the large shifts inex ante behavior and ex posteconomic activity provide

revealed-preference evidence that both the forecast and insurance were valuable to the farmers in

our sample.

5.3.1 Heterogeneity in pro�ts and the returns to agricultural investment

We next examine heterogeneity in the e�ect of the forecast on agricultural pro�ts, and use our

results to assess the returns to di�erent types of agricultural investment in our setting. Because

we have a large number of baseline characteristics, we use a generic machine learning approach to

predict this heterogeneity (Chernozhukov et al. (2023)).53

52 In Appendix A, we present results for additional ex post outcomes: household �nances (Appendix Table A.11),
other income sources (Appendix Table A.12) assets (Appendix Table A.13), and migration (Appendix Table A.14).
We �nd that the insurance treatment caused households to save less and borrow more in order to fund farming
investments. If anything, the forecast treatment appears to have reduced borrowing on net, with the strongest e�ects
for bad-news farmers, who reduced their outstanding debt by nearly 50%. Insurance enabled farmers to conduct more
non-agricultural business and increase their business pro�ts; if anything, we �nd that good-news farmers reduced
their business activities, consistent with a shift of �nances out of business and into agriculture. Neither insurance
nor forecasts had signi�cant impacts on assets, though we see suggestive evidence that bad-news farmers increased
their asset value, while good-news farmers reduced asset value { perhaps selling assets to fund their agricultural
production. Finally, we see that both the forecast and insurance treatments reduced the number of migrants that left
the household. These reductions are concentrated among bad news and good-news farmers, with the strongest e�ects
on bad news households. To the extent that migration is a hedging strategy against agricultural risk, households
ought to reduce their migration in response to lower risk exposure. In contrast, the reduction in migration rates
among farmers with the earliest priors does not �t this explanation.

53 In addition to this data-driven exercise, in our pre-analysis plan, we speci�ed several unidimensional heterogeneity
tests (Appendix Tables D.10 to D.17). We also examine (non-pre-speci�ed) heterogeneity by insurance payout.
Appendix Figure E.1, 115 of 247 insurance farmers were in payout-eligible villages, with all 94 who took up insurance
receiving payouts of 9,100 INR, approximately $110. Because farmers were unaware of their payout status prior to
making ex ante decisions, Appendix Tables E.1 and E.2 present results onex post outcomes only. We �nd no evidence
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Table 5: E�ect of the forecast and insurance on savings, business activity, and welfare

(1) (2) (3) (4) (5) (6)
Net savings Non-Ag Bus. Non-Ag Invest Bus Pro�t Cons Per Cap PhQ

Forecast � 565.68� 0.05 0.40 11.19 -4.87 0.21��

Ind Bin 1 (295.29) (0.04) (1.61) (11.16) (7.22) (0.09)

Forecast � -1.37 0.01 0.09 1.87 -0.58 0.07
Ind Bin 2 (247.01) (0.03) (1.22) (6.73) (5.68) (0.08)

Forecast � 238.22 -0.06 -2.35� -5.25 1.44 0.06
Ind Bin 3 (333.14) (0.04) (1.40) (12.18) (4.32) (0.13)

Insurance -384.55 0.09��� 1.91 15.57� -3.12 0.05
(267.94) (0.04) (1.35) (8.07) (4.19) (0.07)

q-val Tercile 1 0.186 0.398 0.745 0.463 0.668 0.186
q-val Tercile 2 1.000 1.000 1.000 1.000 1.000 1.000
q-val Tercile 3 1.000 1.000 1.000 1.000 1.000 1.000
q-val Insurance 0.193 0.052 0.193 0.156 0.311 0.311
Test Tercile 1=3 0.463 0.061 0.191 0.311 0.441 0.361
Test Insur. = Ter. 3 0.073 0.004 0.004 0.151 0.379 0.936

Control Mean -1039.51 0.14 3.30 23.64 40.00 -0.02
Observations 1129 1197 1199 1197 1201 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on savings, business activity, and
welfare, estimated using Equation (3). Net savings is savings less outstanding debt in USD. Non-Ag Bus. is a dummy for
owning a non-agricultural business. Non-Ag Invest is investment outside of agriculture in USD. Bus Pro�t is business pro�t
in USD. Cons per cap is consumption per household member in USD. PhQ is the standardized score of the PHQ-9 screening
tool; higher values are worse. Bins 1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most optimistic, and
received bad news. Prior bin 2 had their beliefs more or less con�rmed, receiving neutral news. Prior bin 3 received good news.
All regressions include strata �xed e�ects and baseline controls chosen by double-selection LASSO. \Test Tercile 1 = 3" is the
p-value on the test of equality between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the test of equality
between the third and fourth coe�cient. Sharpened q-values are adjusted for all outcomes in the table, and standard errors
are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10. We present an IV analogue in Appendix
Table D.23.

We �nd meaningful heterogeneity in our sample (Appendix Figure A.7): some farmers increased

their agricultural pro�ts in response to the forecast, while others faced a decline. This heterogeneity

in the e�ect of the forecast on agricultural pro�ts is predictable on the basis of baseline charac-

teristics. Broadly, farmers with high predicted (and therefore realized) pro�ts were less well-o� ex

ante, having lower landholdings; lower investment in agriculture in 2022, including cash cropping,

land under cultivation, and inputs; lower agricultural revenue in 2022; and higher membership in

Scheduled Castes. This implies that the forecast may be a particularly pro-poor climate adaptation

technology.

Next, we estimate the extent to which this predicted heterogeneity in the e�ect of the forecast

on pro�ts is correlated with treatment e�ect heterogeneity on land use and inputs. Table 6 shows

that farmers with higher predicted pro�t e�ects have higher forecast treatment e�ect on land use.

To put the heterogeneity in context, moving from the 25th to the 75th percentile of predicted

treatment e�ects { -1414 to 675 USD { is associated with a 0.58 hectare larger treatment e�ect

on land cultivation. Conversely, the farmers we predicted to have higher pro�t e�ects also have

lower forecast treatment e�ects on cash cropping and total expenditure { in particular on fertilizer

of di�erential treatment e�ects on the basis of payouts.
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and seeds { than forecast farmers with low predicted pro�t e�ects. Moving from the 25th to the

75th percentile of predicted pro�t treatment e�ects reduces the forecast treatment e�ect on cash

cropping by 8.4 percentage points and total expenditure by 460 USD.54 The fact that farmers with

high predicted pro�t treatment e�ects had increased realized pro�t treatment e�ects, increased

e�ects on land use, and reduced e�ects on cash cropping and expenditures suggests that investing

in land delivered positive returns this season, while cash cropping and input expenditures had

negative returns.

Table 6: E�ect of the forecast on land use and inputs by predicted pro�t e�ects

(1) (2) (3) (4) (5)
A. Land use Land Ha. Cash Crop Changed Crop Added Crop Sub Crop

Forecast � 0:197��� 0:061��� 0:006 � 0:009��� � 0:027���

(0:107) (0:015) (0:008) (0:008) (0:006)
Forecast � CATE 0 :028��� � 0:004��� � 0:001 � 0:001 � 0:000

(0:006) (0:001) (0:001) (0:001) (0:001)
CATE (00 USD) � 0:047��� � 0:002 0:001 0:001� 0:000

(0:007) (0:001) (0:001) (0:001) (0:001)
Control mean 2 :51 0:51 0:57 0:36 0:39
Observations 955 955 955 955 955

(1) (2) (3) (4) (5)
B. Input use Fert Seed Irri Labor Total

Forecast � 38:46��� � 160:70��� 9:41��� 43:89��� � 161:81���

(16:58) (59:72) (2:51) (15:96) (76:73)
Forecast � CATE � 4:20��� � 18:81��� � 0:45 1:66 � 22:36���

(1:87) (4:39) (0:33) (2:20) (7:50)
CATE (00 USD) � 1:94 8:74��� 0:20 � 9:51��� � 5:76

(1:61) (3:40) (0:21) (1:82) (6:44)
Control mean 492 :51 434:41 54:05 761:96 1948:48
Observations 955 955 955 955 955
CATE runs Mean Median SD P25 P75
(00 USD) � 4:68 � 2:79 19:31 � 14:14 6:75

Notes: This table presents results from 100 splits of the generic machine learning algorithm for heterogeneity prediction
described in Chernozhukov et al. (2023). In each split, we use baseline characteristics and a random forest with 100 trees
to generate farmer-speci�c predictions of the e�ect of the forecast on agricultural pro�ts (ML-predicted Conditional Average
Treatment E�ects, or CATEs) for all farmers in the control group and forecast treatment group. We then regress each outcome
in the table on a forecast group indicator, CATEs (in hundreds of dollars), and the interaction between these two variables.
The table presents the median and standard deviation (in parentheses) of the resulting three coe�cients across the 100 splits.
Land Ha. is area cultivated, measured in hectares. Cash Crop is an indicator for the farmer planting at least one cash crop.
Changed crop is an indicator for planting a di�erent crop mix in the 2022 Kharif season than the farmer planted during the
2021 Kharif season. Added Crop is an indicator for planting at least one additional crop in the 2022 Kharif season compared
to 2021. Sub Crop is an indicator for planting at least one fewer crop in the 2022 Kharif season compared to 2021. Fert is the
amount spend on fertilizer, Seeds the amount spent on seeds, Irri the amount spent on irrigation, and Labor the amount spent
on labor throughout the cropping season. Total is the total amount spent on all inputs, including all previous outcomes and
any other costs reported by farmers. All outcomes in Columns 1{5 of Panel B are in USD. Inference: ��� : the 1st and 99th
percentile of the coe�cient distribution are either both negative or both positive; �� : as above, but 5th and 95th percentile; � :
as above but 10th and 90th percentile.

We corroborate this evidence by correlating realized agricultural pro�ts against land under

54 We also investigate why experimenting with cash crops could have reduced pro�ts. We �nd that there are costs
associated with experimentation: the planting of new crops is associated with lower yields, as farmers may need time
to �gure out optimal cultivation practices for these new crops (Appendix Table A.10). In addition, the prices these
farmers receive may be lower, as they are newly marketing these crops. Appendix Table A.15 displays no e�ect of
our treatments on crop prices.
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cultivation and input use in the control group only in Appendix Table A.16. If expanding land

and using fewer inputs was indeed the most pro�table strategy this year, we would expect to see

higher agricultural pro�ts among control group farmers who planted more land but used fewer

inputs. Appendix Table A.16 shows exactly this: returns to increasing land under cultivation were

positive, while returns to expenditure (particularly seeds) were negative. Speci�cally, every dollar

of extra expenditure is associated with a reduction in pro�ts of 0.67 USD.55 While input use is not

random in the control, the results hold when adding a series of control variables.

Taken together, these �ndings help to explain the null results of the forecast on agricultural

pro�ts for good-news farmers. While we �nd suggestive evidence that farmers who received good

news from the forecast responded by increasing land under cultivation, these farmers also engaged

in more cash cropping and spent more on inputs, suggesting that these e�ects may have o�set

one another. In addition, these results are consistent with the negative impact on agricultural

pro�ts in the bad-news group: these farmers farmed signi�cantly less land than their control-group

counterparts, but did not change their crop mix nor their expenditures.

6 Forecasts vs. insurance

How do forecasts compare to insurance, the canonical risk-coping tool? These products have

three main di�erences. First, we hypothesizes that forecasts and insurance work in fundamentally

di�erent ways. accurate forecasts provide farmers with information, allowing them to optimize their

investments for a given state of the world, but providing no ex post assistance based on a speci�c

realization. On the other hand, insurance allows farmers to shift consumption between states

of the world, but does not enable farmers to tailor their investments to a particular state. Our

treatment e�ects on investment and crop choice are consistent with these hypotheses. Farmers in

the insurance group substantially increase overall investments, with a similar magnitude to farmers

receiving good news from the forecast, while farmers who receive bad news from the forecast reduce

their investments. In addition, while we �nd that the forecast impacts crop choice, we do not �nd

that insurance group farmers change their cropping patterns, and reject equality between the two

groups. Though receiving insurance could encourage farmers to choose higher-risk, higher-return

crops (Karlan et al. (2014)), we expect this e�ect to be larger for the forecast group, as insurance

lacks the forecast's season-speci�c tailoring property.

Second, in addition to inducing di�erent types of investments, we �nd evidence that forecasts

and insurance also induce investments from di�erent farmers. While not typically modeled in the

insurance literature, beliefs about the coming monsoon may also change how farmers respond to

insurance. To illustrate this dynamic, we extend our base model presented above to incorporate

access to an insurance product for farmers with di�erent ex ante beliefs.56 We use the model

55 In addition to these tests, Appendix Table A.9 provides suggestive evidence that crop experimentation is associ-
ated with lower yields in the control group.

56 We incorporate the insurance product by adding some �xed amount of income if the realized state falls below
some pre-determined threshold (i.e., i < T ). See Appendix B for more detail.
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to predict how the size of the insurance treatment e�ect varies by farmers' priors. As discussed

above, Panel B of Figure 1 shows simulated treatment e�ects across farmer priors for a farmer

who receives an average forecast (purple) compared with a farmer who has access to an insurance

product (black). The forecast leads to divergent treatment e�ects in farmers of di�erent prior

beliefs, leading these farmers to tailor their inputs to the coming growing season. In contrast, our

theory predicts that insurance should weakly increase investment for all farmers.

However, there is also meaningful heterogeneity in the insurance treatment e�ects by prior

beliefs. We predict that insurance will have strong positive impacts onex ante investments for

\optimistic" farmers with early priors (those who would receive bad news with a forecast). As

farmers become more pessimistic, the positive treatment e�ects of insurance fall. We predict no

treatment e�ect at all for the most \pessimistic" farmers with late priors (who would receive good

news from a forecast). While insurance is meant to shield farmers from adverse events, pessimistic

farmers are unlikely to �nd agricultural investments appealing, likely believing these investments

will go to waste. In contrast, insurance enables optimistic farmers who were previously cautious and

did not invest much for fear of the associated downside risk to respond by substantially increasing

their investments in anticipation of a promising year. As a result, the di�erence between the two

products is not just in the approach to dealing with weather risk { they also encourage di�erent

sets of farmers to invest depending on their priors.

Figure 5 presents an empirical test of the model's predictions, using theex ante investment

index as our key outcome of interest. As we describe above, the relationship between investment

and prior is positive for the forecast: farmers with later priors (who receive good news) investmore

with a forecast than farmers with earlier priors (who receive bad news). In contrast, the slope is

negative for insurance farmers: farmers with later priors investlesswith insurance than farmers with

earlier priors. Appendix Table D.18 reports e�ects of the insurance treatment interacted with prior

terciles. We focus on our coreex anteoutcomes of the investment index and its three components {

land cultivated, cash crops, and total input expenditure. We �nd that early-prior insurance farmers

increase land under cultivation by 28 percent of the control mean, while late-prior insurance farmers,

if anything, reduce land under cultivation. We do not �nd signi�cant di�erences between these

groups on cash cropping, but the insurance treatment e�ect on total input expenditure is more

than twice as large for optimistic farmers than for pessimistic farmers (though both are noisy).

The overall investment index re
ects these di�erences: optimistic farmers see a 0.18 SD increase

in investments (p-value 0.075), while we see no change for pessimistic farmers (point estimate 0.06

SD, p-value 0.72). Taken together, these results suggest that farmers' prior beliefs interact with

the insurance treatment: insurance is more e�ective at encouraging investment among optimistic

farmers than pessimistic farmers. This contrasts with the forecast, which ultimately corrects these

beliefs, reducing investment among overly-optimistic farmers and encouraging investment among

overly-pessimistic farmers. These results reinforce the di�erent mechanisms underlying the impacts

of forecasts and insurance, suggest that there may be useful complementarities between the forecast

and insurance, and may help to explain the low demand for insurance in prior work (e.g., Cole and
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Figure 5: Investment choice with a forecast or insurance (empirics)

Notes: This �gure plots the relationship between the treatment e�ect on investments and farmers' prior beliefs for the forecast
and for insurance: the empirical analogue to Figure 1. We �rst residualize investments (measured as a standardized index over
inputs and land use) using strata �xed e�ects, enumerator �xed e�ects, and crop choice from 2021. We then perform two local
linear regressions of these residuals on the di�erence between the mean of the farmer's prior distribution and the forecast date:
one for the forecast group vs. control (in purple) and one for insurance vs. control (in black). We winsorize priors at the 3rd
and 97th percentile. The purple vertical line denotes the realized forecast (an average monsoon). The dotted gray line plots
the prior distribution. The vertical blue and green dashed lines denote the terciles of this distribution.

Xiong (2017)).

Finally, the costs of providing forecasts and insurance are quite di�erent in practice. Though

an actuarily fair insurance product is, in theory, self-funding, in reality, insurance requires large

subsidies to induce take-up.57 In contrast, once an accurate weather forecast exists, the marginal

cost of delivering it to farmers is very low, making this an attractive option for potential scale.

Despite the di�erences between the two approaches, however, forecasts and insurance need not

be seen as substitutes. Both products enable farmers to make better investment decisions, but

they operate on di�erent margins. Instead, forecasts and insurance may be complements: access

to insurance protects farmers from the possibility that the forecast is incorrect, enabling farmers

to shift even more resources onto the farm under a forecast of a good state. It is therefore possible

that access to a forecast could improve demand for insurance, and that both products together

could substantially increase farmer welfare.58 Understanding the size of this interaction is therefore

an important topic for future research.

57 Note that subsidized insurance makes households structural winners: even if they make no behavior changes,
they will still receive a cash transfer in bad states of the world. However, this comes at the cost of the subsidy, as
well as any costs required for program administration.

58 Because of the potential for adverse selection into insurance on the basis of the realized forecast, the relevant
question is whether knowing that a farmer will receive a forecast changes their demand for insurance.
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7 Conclusion

In this paper, we use a cluster-randomized trial to study a novel approach for climate adaptation

among farmers in low-income countries: long-range monsoon forecasts that provide information

about the onset of the Indian Summer Monsoon at least one month in advance of its arrival.

We �nd that receiving a forecast causes farmers to update their beliefs about the weather in

the direction of the forecast. Consistent with theory, farmers who receive forecasts tailor their

agricultural practices to the upcoming growing season. Farmers who receive good news (that the

forecast is for an earlier monsoon than the farmer's prior) signi�cantly increase their investment in

agriculture. Good-news farmers also adjust their crop mix in anticipation of a better-than-expected

season by doing more cash cropping and adding crops relative to 2021. On the other hand, farmers

who receive bad news reduce their investments in agriculture, appearing to substitute into non-

agricultural economic activity. These results demonstrate that forecasts are a useful tool for coping

with a variable climate { and are likely to become increasingly important as the climate changes

further.

While we study long-range forecasts in the context of one Indian state, their usefulness as a tool

for climate adaptation likely extends much further. More than a third of the global population lives

in the Asian monsoon region, and two thirds live in areas with monsoonal systems more broadly.

There already exist similar forecasts elsewhere in India, and new advances in climate science are

enabling their development around the world. Broadly representing the global meterological, hu-

manitarian, and food sectors, the COP28 Presidency identi�ed improved forecasts as one of seven

priority areas, with \the potential to not only help address the impact of climate change on food

security and agriculture, but also transform the lives and livelihoods of millions of farmers" (COP28

Presidency (2023)).
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A Appendix tables and �gures

Table A.1: Di�erential attrition by treatment group

(1)

Forecast -0.010
(0.016)

Insurance -0.038���

(0.014)

Control mean 0.04
Observations 1240

Notes: This table presents attrition (de�ned as being present in the �rst baseline round but not present in either baseline
round II or endline) by treatment status. The regression includes strata �xed e�ects. Errors are clustered at the village level.
Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.2: Correlates of attrition (control only)

(1) (2) (3) (4) (5) (6) (7) (8)

2022 onset prior 0.023
(0.024)

2022 onset SD 0.154��

(0.071)

# of households -0.000
(0.000)

# of farmers -0.000
(0.000)

% area rain-fed 0.000
(0.000)

% area irrigated -0.000
(0.001)

Cultivated area (ha) -0.000
(0.000)

District = Medak -0.056��

(0.024)

Ctrl. mean indep. var. 4.91 1.00 411.89 449.61 55.61 30.69 364.30 0.41
Observations 495 495 495 495 495 495 495 495

Notes: This table presents correlates of attrition (de�ned as being present in the �rst baseline round but not present in either
baseline round II or endline). We restrict the sample to control group households only. 2022 onset prior (SD) is the mean (SD)
of a household's prior belief distribution (elicited using the beans task described in Section 4 and measured in kartes), and are
measured at the individual level. All other covariates are measured at the village level. Errors are clustered at the village level.
Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.3: Balance across treatment arms

(1) (2) (3) Di�erence

Control Forecast Insurance (2)-(1) (3)-(1) (2)-(3)

Panel A: Village characteristics

# of households 413 :82 470:45 378:68 56:63 � 35:14 91:77
[367:61] [647:08] [249:78] (74:51) (51:08) (73:76)

# of farmers 453 :16 480:57 549:70 27:41 96:54 � 69:13
[526:19] [461:82] [615:04] (70:21) (101:59) (98:26)

Cultivated area (ha) 365 :67 362:94 420:78 � 2:73 55:10 � 57:84
[375:22] [356:27] [451:81] (51:88) (74:04) (73:00)

% area rain-fed 55:63 56:47 59:65 0:84 4:02 � 3:19
[23:15] [23:67] [21:39] (3:32) (3:81) (3:84)

% area irrigated 30 :77 29:73 32:17 � 1:05 1:39 � 2:44
[19:84] [20:16] [19:37] (2:84) (3:38) (3:40)

Observations 100 100 50

Panel B: Household-level characteristics

HH size 5:39 5:30 5:25 � 0:08 � 0:14 0:06
[2:52] [2:35] [2:07] (0:18) (0:20) (0:20)

HH head age 47:99 47:48 46:43 � 0:51 � 1:57 1:06
[12:31] [11:67] [11:78] (0:93) (1:24) (1:20)

HH head educ 6:05 6:03 6:45 � 0:03 0:39 � 0:42
[5:12] [5:05] [5:04] (0:38) (0:50) (0:51)

# of plots 2 :01 1:98 2:07 � 0:03 0:06 � 0:10
[1:20] [1:09] [1:12] (0:10) (0:12) (0:11)

Total land (ha) 2 :71 2:32 2:54 � 0:38 � 0:16 � 0:22
[4:75] [2:38] [2:24] (0:28) (0:31) (0:26)

Observations 472 481 247

Panel C: Beliefs about the monsoon

2022 onset mean 4:89 4:84 4:86 � 0:05 � 0:03 � 0:02
[0:65] [0:50] [0:52] (0:07) (0:09) (0:08)

2022 onset SD 0:98 0:89 0:90 � 0:09�� � 0:08� � 0:01
[0:32] [0:27] [0:29] (0:04) (0:04) (0:04)

Historical onset mean 4 :84 4:83 4:96 � 0:01 0:12 � 0:13�

[0:57] [0:50] [0:46] (0:07) (0:08) (0:08)
Historical onset SD 0 :82 0:77 0:79 � 0:05�� � 0:03 � 0:01

[0:19] [0:19] [0:19] (0:02) (0:03) (0:03)

Observations 472 481 247

Notes: This table presents balance across the three treatment arms. Panel A presents balance at the village level. Panels B
and C present balance at the household level. All outcomes in Panel C are measured in kartes using the beans task described
in Section 4. errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.4: E�ect of forecast and insurance o�ers on takeup

(1) (2) (3) (4) (5) (6)
Forecast
takeup

Insurance
takeup

Forecast
Bin 1

Forecast
Bin 2

Forecast
Bin 3

Insurance
takeup

Forecast 0.866��� 0.001
(0.026) (0.003)

Insurance 0.001 0.859��� 0.020 0.003 0.001 0.865���

(0.005) (0.036) (0.012) (0.005) (0.001) (0.032)

Forecast � 0.819��� 0.000 0.001 0.023
Ind Bin 1 (0.043) (0.006) (0.002) (0.017)

Forecast � -0.001 0.892��� 0.000 0.001
Ind Bin 2 (0.009) (0.027) (0.001) (0.012)

Forecast � 0.009 0.001 0.925��� -0.023�

Ind Bin 3 (0.014) (0.005) (0.025) (0.013)

Control Mean 0.00 0.00 0.00 0.00 0.00 0.00
Observations 1201 1201 1201 1201 1201 1201

Notes: This table presents the treatment e�ect of o�ering the forecast and insurance treatments on takeup of those treatments.
We estimate Columns (1) and (2) using Equation (2) with forecast take-up and insurance takeup as the outcome variable,
respectively. Columns (3) through (6) present results estimated using Equation (3), with the interaction between forecast
takeup and prior bins 1{3 (Columns 3{5), and insurance takeup (Column 6) as the outcome variable. All columns include
strata �xed e�ects and control variables selected by double-selection LASSO. Standard errors are clustered at the village level.
Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.

Table A.5: Relationship between forecast and insurance takeup and prior beliefs

(1) (2) (3) (4)
Forecast
takeup

Forecast
takeup

Insurance
takeup

Insurance
takeup

Mean of Prior 0.120 �� 0.097�

Distribution (0.059) (0.054)

Individual Prior 0.090 0.057
Terciles=2 (0.060) (0.068)

Individual Prior 0.124 � 0.128�

Terciles=3 (0.063) (0.069)

Test Tercile 2=3 0.366 0.158
Mean 0.86 0.80 0.86 0.80
Observations 481 481 247 247

Notes: This table presents the relationship between prior beliefs and takeup of the forecast or insurance o�er. Mean of Prior
Distribution is the mean of the farmer's beans task. Individual Prior Terciles = 2 and = 3 are indicators for the second tercile
(average prior) and the third tercile (late prior) of farmer beliefs, respectively. In Columns (2) and (4), the �rst tercile (early
prior) is the omitted category. Columns (1) and (2) consider takeup of the forecast, and restrict the sample to households who
were in forecast villages only. Columns (3) and (4) consider takeup of insurance, and restrict the sample to households who
were in insurance villages only. In Columns (1) and (3), the mean is the mean of the overall group; in Columns (2) and (4),
the mean is for Prior Tercile 1. Standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, �

p < 0:10.
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Table A.6: E�ect of the forecast on beliefs by prior strength

(1) (2) (3)
j posterior � forecast j j posterior � prior j K-S Stat

Forecast -0.137 -0.182� -0.044
(0.087) (0.097) (0.028)

Stdv of Prior -0.140 -0.238 -0.039
� Forecast (0.204) (0.245) (0.080)

Stdv of Prior 0.254 �� 0.374�� 0.062
Distribution (0.128) (0.172) (0.053)

Control Mean 0.70 0.89 0.44
Observations 921 921 921

Notes: This table presents estimates of the treatment e�ect of forecasts on farmers' beliefs about the onset timing of the
Indian Summer Monsoon, estimated using Equation (2). To compute priors and posteriors, we use the beans task described in
Section 4. jposterior - forecast j is the absolute di�erence between a respondent's posterior and the forecast date for the monsoon
onset. jposterior - prior j is the absolute di�erence between a respondent's prior and posterior belief for when the monsoon will
arrive. K-S Stat is the Kolmogorov{Smirnov test statistic for the di�erence between a respondent's prior distribution and their
posterior distribution. Stdv of Prior is the standard deviation of the respondent's prior belief distribution, where higher values
re
ect more uncertainty. We exclude households where we were unable to speak to the same respondent when eliciting priors
and posteriors. Standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.

Table A.7: Correlation between beliefs and farmer characteristics

Mean of prior belief distribution (kartes)

(1) (2) (3) (4) (5) (6) (7) (8)

HH size 0.009
(0.009)

HH head age 0.001
(0.002)

HH head education 0.003
(0.004)

HH head home village 0.228��

(1/0) (0.091)

# of plots -0.018
(0.019)

Total land (ha) -0.011 ��

(0.005)

Cash crops 2021 -0.040
(1/0) (0.056)

Risk aversion -0.002
(0.007)

Ctrl. mean indep. var. 5.39 47.99 6.05 0.92 2.01 2.71 0.52 4.64
Observations 1202 1202 1202 267 1202 1202 1202 1202

Notes: Notes : This table presents the correlation between farmers' prior beliefs (measured in kartes, using the beans task
described in Section 4) and baseline characteristics. HH size is the number of household members (including the head), HH
head age is the age of the household head in years, HH head education is the household head's years of schooling. HH head
home village is an indicator for whether the household head was born in their current village. # of plots is the number of plots
farmed by the household. Total land (ha) is acres of land farmed by the household. Cash crops 2021 (1/0) is an indicator for
having farmed cash crops in Kharif 2021. Risk aversion measures the farmer's choice in an incentivized risk game where higher
values indicate that the farmer is more risk averse. Ctrl. mean indep. var. is the mean of the independent variable in the
control group. Standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.8: E�ect of forecast on untreated farmer beliefs (spillover sample)

(1) (2)
Arrival Date Arrive Ontime

Forecast Village 0.066 -0.007
(2.139) (0.007)

Control Mean 1.27 0.00
Observations 303 304

Notes: Notes : This table presents the e�ect of information spillovers on beliefs. Forecast Village is an indicator for being an
untreated village (ie, not in the main sample) in a forecast o�er village. Arrival Date is the date that the farmer expected the
monsoon to arrive in kartes. Arrive On time is an indicator for whether the farmer believed the monsoon would arrive on time,
using their own criteria. The sample includes only farmers in the control group and untreated farmers in the forecast. Standard
errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.

Table A.9: Correlation between yield and changing a crop

Yield (Kg/ha)

(1) (2) (3) (4) (5) (6)

Di�erent Crop -3.936 �� -2.882
(1.900) (1.806)

Added Crop -5.025 �� -2.233
(2.292) (1.767)

Subtracted Crop 1.704 -1.628
(2.290) (1.793)

Controls No Yes No Yes No Yes
Control Mean 35.61 35.61 34.17 34.17 31.92 31.92
Observations 1178 1178 1178 1178 1178 1178

Notes: This table shows the correlation between yield, measured in kilograms per hectare, and whether the farmer grew a
di�erent crop in Kharif 2022 vs. Kharif 2021, added a new crop from 2021 to 2022, or subtracted a crop from 2021 to 2022.
Where indicated, we control for speci�c crop choice and total land cultivated at endline. Standard errors are clustered at the
village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.

A7



Table A.10: E�ect of the forecast and insurance on particular crops

Panel A: Forecast vs. Insurance

(1) (2) (3) (4)
Cotton Paddy Maize Cash Crop Count

Forecast 0.03 -0.07��� 0.01 0.08�

(0.03) (0.03) (0.02) (0.04)

Insurance 0.05 0.00 0.02 0.17��

(0.04) (0.03) (0.03) (0.07)

Panel B: Forecast Terciles

Forecast � 0.01 -0.06 -0.01 -0.04
Ind Bin 1 (0.05) (0.04) (0.03) (0.07)

Forecast � 0.02 -0.11��� -0.02 0.12�

Ind Bin 2 (0.04) (0.04) (0.03) (0.07)

Forecast � 0.08 0.03 0.05 0.25���

Ind Bin 3 (0.06) (0.05) (0.05) (0.08)

Tercile 1=3 0.348 0.141 0.340 0.006
Insur. = Ter. 3 0.774 0.724 0.611 0.392
Control Mean 0.41 0.72 0.11 0.62
Observations 1201 1201 1201 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on inputs, estimated using Equations
(2, panel A) and (3, panel B). Cotton, Paddy, and Maize are indicators for whether the farmer grew each crop in Kharif 2022.
Cash crop count is the total number of cash crops grown by the farmer in Kharif 2022. Bins 1{3 indicate the prior tercile for a
respondent. Prior bin 1 were the most optimistic, and received bad news. Prior bin 2 had their beliefs more or less con�rmed,
receiving neutral news. Prior bin 3 received good news. All regressions include strata �xed e�ects and baseline controls chosen
by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality between the �rst and third coe�cient;
\Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth coe�cient. Standard errors are
clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.11: E�ect of the forecast and insurance on household �nances

Panel A: Forecast vs. Insurance

(1) (2) (3) (4) (5)
Savings Took Loan Debt Out Missed Payment Farm Loan

Forecast -12.48 -0.04 -200.07 -0.10 -0.07�

(24.80) (0.04) (180.01) (0.06) (0.04)

Insurance -52.05�� 0.19��� 345.55 0.02 0.19���

(24.82) (0.05) (280.38) (0.06) (0.05)

q-val Forecast 0.585 0.485 0.485 0.485 0.485
q-val Insurance 0.038 0.001 0.123 0.375 0.001

Panel B: Forecast Terciles

Forecast � -46.39 -0.06 -624.71�� -0.12 -0.09
Ind Bin 1 (40.02) (0.06) (286.00) (0.09) (0.06)

Forecast � 11.12 -0.05 39.07 -0.11 -0.10�

Ind Bin 2 (32.56) (0.06) (227.55) (0.09) (0.05)

Forecast � 3.94 0.01 -70.11 0.02 -0.02
Ind Bin 3 (41.23) (0.08) (321.63) (0.13) (0.08)

q-val Tercile 1 0.328 0.385 0.171 0.301 0.301
q-val Tercile 2 1.000 0.777 1.000 0.718 0.416
q-val Tercile 3 1.000 1.000 1.000 1.000 1.000
Test Tercile 1=3 0.349 0.509 0.195 0.339 0.430
Test Insur. = Ter. 3 0.230 0.024 0.214 0.937 0.017
Control Mean 149.23 0.50 1173.75 0.43 0.47
Observations 1129 1201 1201 269 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on household �nances, estimated using
Equations (2, panel A) and (3, panel B). Savings is total savings in USD, Took Loan is an indicator for whether the household
took a loan in the last 12 months, Debt Out is the amount of outstanding debt in USD, Missed Payment is an indicator for
having missed a loan payment in the last 12 months, and Farm Loan is an indicator for having taken a farm loan in the last
12 months. Bins 1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most optimistic, and received bad news.
Prior bin 2 had their beliefs more or less con�rmed, receiving neutral news. Prior bin 3 received good news. All regressions
include strata �xed e�ects and baseline controls chosen by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the
test of equality between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the test of equality between the
third and fourth coe�cient. Sharpened q-values are adjusted across all outcomes in the table, and standard errors are clustered
at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.12: E�ect of the forecast and insurance on other income-generating activities

Panel A: Forecast vs. Insurance

(1) (2)
Labor Inc. Livestock Inc.

Forecast -10.02� -13.66
(5.82) (13.00)

Insurance -0.96 -12.76
(6.73) (13.11)

q-val Forecast 0.206 0.206
q-val Insurance 1.000 1.000

Panel B: Forecast Terciles

Forecast � -18.03�� -21.81
Ind Bin 1 (8.34) (23.80)

Forecast � -1.18 -34.89��

Ind Bin 2 (6.61) (15.50)

Forecast � -4.45 10.47
Ind Bin 3 (11.33) (22.63)

q-val Tercile 1 0.066 0.220
q-val Tercile 2 0.752 0.052
q-val Tercile 3 1.000 1.000
Test Tercile 1=3 0.317 0.318
Insur. = Ter. 3 0.886 0.252
Control Mean 46.36 55.89
Observations 1199 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on other income-generating activities,
estimated using Equations (2, panel A) and (3, panel B). Labor Inc. is labor income and Livestock Inc. is income from selling
livestock in the last 12 months, both in USD. Bins 1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most
optimistic, and received bad news. Prior bin 2 had their beliefs more or less con�rmed, receiving neutral news. Prior bin 3
received good news. All regressions include strata �xed e�ects and baseline controls chosen by double-selection LASSO. \Test
Tercile 1 = 3" is the p-value on the test of equality between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value
for the test of equality between the third and fourth coe�cient. Sharpened q-values are adjusted across all outcomes in the
table, and standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.

A10



Table A.13: E�ect of the forecast and insurance on assets

Panel A: Forecast vs. Insurance

(1) (2) (3)
Asset Count Asset Value Livestock Count

Forecast -0.20 45.61 0.05
(0.54) (156.57) (0.04)

Insurance 0.94 -78.28 0.00
(1.23) (167.81) (0.04)

q-val Forecast 1.000 1.000 1.000
q-val Insurance 1.000 1.000 1.000

Panel B: Forecast Terciles

Forecast � 0.50 402.62 0.06
Ind Bin 1 (0.94) (307.25) (0.05)

Forecast � 0.27 19.15 0.03
Ind Bin 2 (0.76) (171.56) (0.05)

Forecast � -2.06�� -154.54 0.05
Ind Bin 3 (0.99) (162.12) (0.08)

q-val Tercile 1 0.469 0.469 0.469
q-val Tercile 2 1.000 1.000 1.000
q-val Tercile 3 0.129 0.517 0.541
Test Tercile 1=3 0.054 0.103 0.899
Test Insur. = Ter. 3 0.034 0.402 0.642
Control Mean 7.38 1503.10 0.45
Observations 1201 1201 572

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on assets, estimated using Equations (2,
panel A) and (3, panel B). Non-Asset Count is the number of assets reported by the household. Asset value is the value of these
assets in USD. Livestock count is the number of livestock reported by the household. Bins 1{3 indicate the prior tercile for a
respondent. Prior bin 1 were the most optimistic, and received bad news. Prior bin 2 had their beliefs more or less con�rmed,
receiving neutral news. Prior bin 3 received good news. All regressions include strata �xed e�ects and baseline controls chosen
by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality between the �rst and third coe�cient;
\Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth coe�cient. Sharpened q-values are
adjusted across all outcomes in the table, and standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, ��

p < 0:05, � p < 0:10.
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Table A.14: E�ect of the forecast and insurance on migration

Panel A: Forecast vs. Insurance

(1) (2) (3) (4) (5)
Any Migrant Num Temp Mig. N. Female N. Male Remittances

Forecast -0.03 -0.10�� -0.04� -0.06� -1.24
(0.02) (0.04) (0.02) (0.03) (2.71)

Insurance -0.02 -0.12�� -0.05��� -0.06� -3.87
(0.03) (0.05) (0.02) (0.03) (2.54)

q-val Forecast 0.095 0.095 0.095 0.095 0.243
q-val Insurance 0.191 0.038 0.038 0.065 0.107

Panel B: Forecast Terciles

Forecast � -0.03 -0.15�� -0.07�� -0.07 0.74
Ind Bin 1 (0.04) (0.07) (0.03) (0.04) (4.54)

Forecast � -0.02 -0.03 -0.01 -0.02 -1.76
Ind Bin 2 (0.03) (0.05) (0.02) (0.04) (2.12)

Forecast � 0.00 -0.10 -0.04 -0.05 -5.48�

Ind Bin 3 (0.05) (0.08) (0.03) (0.06) (3.18)

q-val Tercile 1 0.319 0.066 0.062 0.126 0.535
q-val Tercile 2 1.000 1.000 1.000 1.000 1.000
q-val Tercile 3 0.694 0.694 0.694 0.694 0.694
Test Tercile 1=3 0.629 0.643 0.375 0.817 0.259
Insur. = Ter. 3 0.905 0.952 0.656 0.952 0.849
Control Mean 0.15 0.23 0.08 0.15 7.46
Observations 1201 1201 1201 1201 1201

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on migration, estimated using Equations
(2, panel A) and (3, panel B). Any migrant is an indicator for any migrant having left the household in the past 12 months.
Num Temp Mig. is the number of temporary migrants who left the household in the last 1 months. N _Female and N. Male
are the number of temporary female and male migrants, respectively. Remittances is the amount of money remitted by all
migrants in the past 30 days in USD. Bins 1{3 indicate the prior tercile for a respondent. Prior bin 1 were the most optimistic,
and received bad news. Prior bin 2 had their beliefs more or less con�rmed, receiving neutral news. Prior bin 3 received good
news. All regressions include strata �xed e�ects and baseline controls chosen by double-selection LASSO. \Test Tercile 1 =
3" is the p-value on the test of equality between the �rst and third coe�cient; \Test Insur. = Ter. 3" is the p-value for the
test of equality between the third and fourth coe�cient. Sharpened q-values are adjusted across all outcomes in the table, and
standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.15: E�ect of the forecast and insurance on crop sales prices

Panel A: Forecast vs. Insurance

(1) (2) (3) (4) (5) (6)
Ave. Price Ave. Price Wt. Med. Price Cotton Price Paddy Price Maize Price

Forecast 7.13 2.35 12.89� 55.35�� 0.31� -1.11
(4.76) (2.74) (7.69) (23.74) (0.16) (4.05)

Insurance 2.84 -4.39 -0.83 12.36 0.24� -2.02
(3.67) (2.86) (5.31) (14.97) (0.14) (1.51)

q-val Forecast 0.193 0.254 0.186 0.142 0.156 0.354
q-val Insurance 0.577 0.577 0.779 0.577 0.577 0.577

Panel B: Forecast Terciles

Forecast � 10.69 3.22 6.76 82.55�� 0.47 -3.32
Ind Bin 1 (7.43) (4.51) (8.04) (37.45) (0.33) (2.58)

Forecast � 10.11 7.07� 14.46 52.38 0.21 9.82
Ind Bin 2 (6.28) (3.66) (12.80) (33.60) (0.21) (10.27)

Forecast � -2.09 -5.76 2.87 13.26 0.20 -7.02�

Ind Bin 3 (6.24) (4.12) (5.50) (12.36) (0.17) (3.63)

Insurance 2.94 -4.03 -5.79 14.44 0.23 -3.80
(3.64) (2.79) (4.98) (14.80) (0.15) (2.44)

q-val Tercile 1 0.337 0.433 0.433 0.207 0.337 0.337
q-val Tercile 2 0.318 0.318 0.318 0.318 0.318 0.318
q-val Tercile 3 0.745 0.552 0.745 0.552 0.552 0.510
Test Tercile 1=3 0.176 0.132 0.684 0.063 0.463 0.161
Test Insur. = Ter. 3 0.428 0.724 0.172 0.931 0.902 0.221
Control Mean 44.87 32.56 47.81 103.59 24.78 26.66
Observations 818 774 1140 228 509 92

Notes: This table presents estimates of the treatment e�ects of forecasts and insurance on crop prices, estimated using Equations
(2, panel A) and (3, panel B). Ave. Price is the mean sales price over all crops. Ave. Price Wt. is the mean sales price over
all crops, weighted by land area. Med. Price is median sales price over all crops in the village (not conditional on growing).
Cotton Price, Paddy Price, and Maize Price are the average prices of cotton (if sold). All prices are in USD, and all prices
except the median sales price have been winsorized at the 2nd and 98th percentile. Bins 1{3 indicate the prior tercile for a
respondent. Prior bin 1 were the most optimistic, and received bad news. Prior bin 2 had their beliefs more or less con�rmed,
receiving neutral news. Prior bin 3 received good news. All regressions include strata �xed e�ects and baseline controls chosen
by double-selection LASSO. \Test Tercile 1 = 3" is the p-value on the test of equality between the �rst and third coe�cient;
\Test Insur. = Ter. 3" is the p-value for the test of equality between the third and fourth coe�cient. All regressions include
strata �xed e�ects and baseline controls chosen by double-selection LASSO. Sharpened q-values are adjusted across all outcomes
in the table, and standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, � p < 0:10.
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Table A.16: Association between pro�t and agricultural investment, control group only

(1) (2) (3) (4)
Ag pro�ts (USD) Ag pro�ts (USD) Ag pro�ts (USD) Ag pro�ts (USD)

Ag land (ha) 838.24 ��� 614.20��� 628.96��� 675.70���

(128.16) (136.85) (152.14) (70.94)

Cash crop (1/0) 28.93 -244.19 3.53
(461.56) (446.94) (662.44)

Total expend. (USD) -0.67 ���

(0.16)

Fert. expend. (USD) -0.03 -0.01
(0.72) (0.77)

Seed expend. (USD) -1.30��� -1.29��� -1.38���

(0.18) (0.17) (0.20)

Irri. expend. (USD) -1.84 -2.12
(1.43) (1.32)

Labor expend. (USD) 0.27 0.22
(0.61) (0.63)

Other expend. (USD) -0.52 -0.42
(0.66) (0.69)

Controls X LASSO
Enum. FE X X

Control Mean 1365.46 1365.46 1365.46 1365.46
Observations 474 474 473 474

Notes: This table reports correlations between agricultural pro�ts and input use among control farmers only. Column (1)
presents correlations between pro�ts, land under cultivation, an indicator for cash cropping, and total input expenditures.
Column (2) breaks the input expenditures into categories: spending on fertilizer, seeds, irrigation, labor, and other. Column
(3) adds enumerator �xed e�ects and a series of other controls, including household size, household head education, marriage
status, gender, land under cultivation in 2021, indicators for a variety of di�erent crops under cultivation in 2021, district FE,
an indicator for the village having above-median farmers per area, and enumerator FE. Column (4) uses a LASSO to select
from all variables in Column (3). Standard errors are clustered at the village level. Signi�cance: ��� p < 0:01, �� p < 0:05, �

p < 0:10.
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Figure A.1: Sources of information about the 2022 monsoon at baseline

Notes: This �gure presents farmers' reported sources of information on monsoon onset timing for the 2022 Kharif season. Data
were collected at baseline. Farmers were able to report the use of multiple sources. In village is farmers in the respondent's
village; Elsewhere is farmers in other villages; IMD is the government forecast; Extension is other extension services; Ecological
is ecological signals (such as animal behavior); TV/radio, Newspaper, Other, Don't know, and Refuse are self-explanatory.
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Figure A.2: Baseline knowledge of rainfall insurance

Notes: This �gure presents farmers' reported exposure to rainfall insurance at baseline.
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Figure A.3: Takeup of forecasts and insurance

Notes: This �gure presents takeup for the forecast (purple) and insurance (gray) products. The top panel shows takeup as a
share of households in each treatment arm, while the bottom plots takeup against the mean of the prior distribution, measured
in kartes. The dashed line presents the prior distribution. Priors are winsorized at the 3rd and 97th percentile..
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Figure A.4: Rainfall realizations and forecast accuracy in our sample

Notes: This �gure shows rainfall over our sample. Following standard practice in climate science, each of the 25 light gray lines
plots rainfall amounts for one of our sample's gauges calculated in moving cumulative 5-day sums (or pentads). The solid black
line plots the mean over all 25 gauges. The purple shaded area shows the monsoon onset window predicted by the forecast,
during which time all 25 gauges reported non-zero rainfall. The gray shaded area shows the subsequent dry spell predicted by
the forecast. Finally, the dashed horizontal line shows the rainfall threshold used to determine insurance payouts. We use a
very generous insurance payout rule. Insurance payments were triggered if rainfall had not reached 30mm of precipitation over
a 5-day period before the trigger date (and if there was a dry spell within 30 days of the �rst rains lasting 10 days with less
than 5mm of cumulative rainfall). This ensured that as many people as possible would be paid. Using this threshold, 13 out of
25 gauges triggered insurance payouts, even though all of these rain gauges saw rainfall during the forecasted onset period.

Figure A.5: Farmer trust in the forecast

Notes: This �gure presents farmers' stated trust in the forecast. The solid histogram presents trust in the forecast when farmers
received the information, while the hollow histogram presents trust after the monsoon had arrived.
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Figure A.6: Association between control-group priors and agricultural investment

Notes: This �gure presents the relationship between investment (measured as an inverse covariance weighted index of land
cultivated, cash crop cultivation, and total input expenditure) and mean of prior beliefs (elicited using the bean task described
in Section 4) in the control group only. The dashed line presents the prior distribution. Priors are winsorized at the 3rd and
97th percentile.
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